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1 Vectors

1.1 Review of Vectors
1.1.1 Physics Terminology

Scalar : quantity specified by a single number;

Vector : quantity specified by a number (magnitude) and a direction;

e.g. speed is a scalar, velocity is a vector

1.1.2 Geometrical Approach

A vector is represented by a ‘directed line segment’ with a length and direction proportional
to the magnitude and direction of the vector (in appropriate units). A vector can be con-
sidered as a class of equivalent directed line segments e.g.

Q S

Both displacements from P to Q and from R to S are represented
by the same vector. Also, different quantities can be represented
by the same vector e.g. a displacement of A cm, or a velocity of A

ms~! or ..., where A is the magnitude or length of vector A

[0
S

P R

Notation: Textbooks often denote vectors by boldface: A but here we use underline: A
Denote a vector by A and its magnitude by |A| or A. Always underline a vector to distinguish

it from its magnitude . A unit vector is often denoted by a hat A = A / A and represents a
direction.

Addition of vectors—parallelogram law

+A (commutative) ;
+(B+C) (associative) .

BN
_|_
AT
+ o+
12 |
|

Multiplication by scalars,

A vector may be multiplied by a scalar to give a new vector e.g.

4/ océ/(foroc>0)/(for(x<0)



Also

@Al = laf|A]
a(A+B) = aA+aB (distributive)
a(fA) = (af)A (associative)

(a+B)A = aA+pA.

1.1.3 Scalar or dot product

The scalar product (also known as the dot product) between two vectors is defined as

(A-B) ' AB cosf, where 0 is the angle between A and B

IS

0 (A- B) is a scalar — i.e. a single number.

[

Notes on scalar product

() A-B=B-A ; A-(B+C)=A-B+A-C
(it) n- A = the scalar projection of A onto n, where n is a unit vector
(éit) (n- A)n = the vector projection of A onto n

(iv) A vector may be resolved with respect to some direction n into a parallel component
A” = (7 - A)n and a perpendicular component A = A — AH' You should check that
=0

|3

a7

(v) | A- A= |AJ* | which defines the magnitude of a vector. For a unit vector A- A =1

1.1.4 The vector or ‘cross’ product

(Ax B) ' ABsing N, where n in the ‘right-hand screw direction’

i.e. M is a unit vector normal to the plane of A and B, in the direction of a right-handed
screw for rotation of A to B (through < 7 radians).



(AxB)

(A x B) is a vector — i.e. it has a direction and a length.

1S9

IS>

0
A

[It is also called the cross or wedge product — and in the latter case denoted by A A B.]

Notes on vector product

() AxB=—BxA

(i) Ax B=0if A, B are parallel
(i) Ax (B+C)= Ax B+AxC
(it) Ax (aB) = adx B

1.1.5 The Scalar Triple Product

The scalar triple product is defined as follows
(A4,B,C) = A-(Bx()
Notes

(i) If A, B and C are three concurrent edges of a parallelepiped, the volume is (A, B, C).
To see this, note that:

area of the base = area of parallelogram Obdc
= B(Csinf=|BxC|
height = Acos¢=n-A
d volume = area of base x height
= BCsinfn-A
— A-(BxQ)

(it) If we choose C, A to define the base then a similar calculation gives volume = B-(C x A)
We deduce the following symmetry /antisymmetry properties:

(é>§>g> = (Ea Q’ é) = (gvéa 5) = _(A7Q7§) = _<§7 é’ Q) = _(Qv E? é)

If A, B and C are coplanar (i.e. all three vectors lie in the
same plane) then V = (A, B, C) = 0, and vice-versa.

(iid)




1.1.6 The Vector Triple Product

There are several ways of combining 3 vectors to form a new vector.
e.g. Ax (B xC); (Ax B) x C, etc. Note carefully that brackets are important, since

Ax(BxC) # (AxB)xC.

Expressions involving two (or more) vector products can be simplified by using the identity:—

Ax(BxC) = B(A-C)-C(A-B)

This is a result you must memorise. We will prove it later in the course.

1.1.7 Some examples in Physics

(i) Angular velocity

Consider a point in a rigid body rotating with angular velocity w: |w| is the angular speed
of rotation measured in radians per second and w lies along the axis of rotation. Let the
position vector of the point with respect to an origin O on the axis of rotation be 7.

You should convince yourself that v = w x r by checking that this
gives the right direction for v; that it is perpendicular to the plane
of w and r; that the magnitude |v| = wrsin§ = wx radius of circle
in which the point is travelling

(ii) Angular momentum

Now consider the angular momentum of the particle defined by L = r x (mv) where m is
the mass of the particle.

Using the above expression for v we obtain

L=mrx(wxr)=mw?—r(- w)]

where we have used the identity for the vector triple product. Note that only if r is perpen-
dicular to w do we obtain L = mwr?, which means that only then are L and w in the same
direction. Also note that L = 0 if w and r are parallel.

end of lecture 1



1.2 Equations of Points, Lines and Planes
1.2.1 Position vectors

A position vector is a vector bound to some origin and gives the position of a point relative
to that origin. It is often denoted x or r.

/ The equation for a point is simply r = a where a is some vector.

0

1.2.2 The Equation of a Line

Suppose that P lies on a line which passes through a point A which has a position vector a
with respect to an origin O. Let P have position vector r relative to O and let b be a vector
through the origin in a direction parallel to the line.

We may write
r=a+Ab

which is the parametric equation of the line i.e. as we vary
the parameter A from —oo to oo, r describes all points on the
line.

(r—a)xb =0
or
rxb=c
where ¢ = a x b is normal to the plane containing the line and origin
Notes

(i) 7 x b= cis an implicit equation for a line

(it) r x b= 0 is the equation of a line through the origin.

10



1.2.3 The Equation of a Plane

rhogc
n =
A %» P r is the position vector of an arbitrary point P on the plane
b = / a is the position vector of a fixed point A in the plane
b and c are parallel to the plane but non-collinear: b x ¢ # 0.
a r
0

We can express the vector AP in terms of b and ¢, so that:
r=a+tAP = a+ A+ puc

for some A and p. This is the parametric equation of the plane.

We define the unit normal to the plane

(r—a)-n = 0.

Alternatively, we can write this as:—

where p = a - n is the perpendicular distance of the plane from the origin.
This is a very important equation which you must be able to recognise.

Note: 7-a = 0 is the equation for a plane through the origin (with unit normal a/|al).

1.2.4 Examples of Dealing with Vector Equations

Before going through some worked examples let us state two simple rules which will help
you to avoid many common mistakes

1. Always check that the quantities on both sides of an equation are of the same type.
e.g. any equation of the form vector = scalar is clearly wrong. (The only exception to
this is if we lazily write vector = 0 when we mean 0.)

2. Never try to divide by a vector — there is no such operation!

11



Example 1: Is the following set of equations consistent?

X

(1)
(2)

=3
|

Ke)

X

=
§S
1o

Geometrical interpretation — the first equation is the (implicit) equation for a line whereas
the second equation is the (explicit) equation for a point. Thus the question is whether the
point is on the line. If we insert (2) into the Lh.s. of (1) we find

rxb=(axc)xb=-bx(axc)=—al

| S

~c)+c(a-b) (3)

Now from (1) we have that b-c=b- (r x b) = 0 thus (3) becomes

rxb=

(a-b) (4)

Ke)

so that, on comparing (1) and (4), we require

a-b=1

| S

for the equations to be consistent.

Example 2: Solve the following set of equations for r.

X =

(5)
(6)

=3
§S]

[ 1o

X

=3
Ko

Geometrical interpretation — both equations are equations for lines e.g. (5) is for a line
parallel to a where b is normal to the plane containing the line and the origin. The problem
is to find the intersection of two lines. (Here we assume the equations are consistent and the
lines do indeed have an intersection).

Counsider

bxd=(rxa)xd=—-dx(rxa)=-r(a-d)+a(d-r)

which is obtained by taking the vector product of Lh.s of (5) with d.

Now from (6) we see that d-r =1 (r x ¢) = 0. Thus

r=-

Alternatively we could have taken the vector product of the Lh.s. of (6) with b to find

bxd=bx(rxc=r(b-c)—c(b-r).

12



Since b-r = 0 we find
bxd
r==—= for b-c#0.
— l_) . 9 [
It can be checked from (5) and (6) and the properties of the scalar triple product that for
the equations to be consistent b-c¢ = —d - a. Hence the two expressions derived for r are the
same.

What happens when a-d = b-c = 07 In this case the above approach does not give an

expression for r. However from (6) we see a-d = 0 implies that a- (r x ¢) = 0 so that a, ¢, 7

are coplanar. We can therefore write r as a linear combination of a, c:
r=aatyc. (7)
To determine the scalar o we can take the vector product with ¢ to find
d=aaxc (8)

(since r x ¢ = d from (6) and ¢ x ¢ = 0). In order to extract a we need to convert the vectors

in (8) into scalars. We do this by taking, for example, a scalar product with b

bod=ab-(axc)

so that
b-d

(@, b, ¢

Similarly, one can determine + by taking the vector product of (7) with a:

o = —

b=vycxa

then taking a scalar product with b to obtain finally

Example 3: Solve for r the vector equation

r () A 20X+ 2b =0 (9)

where n - n = 1.

In order to unravel this equation we can try taking scalar and vector products of the equation
with the vectors involved. However straight away we see that taking various products with

r will not help, since it will produce terms that are quadratic in r. Instead, we want to

13



eliminate (7 - r) and 7 X r so we try taking scalar and vector products with n. Taking the

scalar product one finds

ner+(n-

|3

)J(-7) +0+20-b=0

so that, since (- n) = 1, we have

ner=-n-b (10)
Taking the vector product of (9) with n gives
Axr+0+2[am-r)—r]+2axb=0

so that

|3

szZ[

|3

(b-)+r] =27 xb (11)

where we have used (10). Substituting (10) and (11) into (9) one eventually obtains

r=c[-30-a)n+4(nxb)—2b] (12)

ot =

end of lecture 2

1.3 Vector Spaces and Orthonormal Bases

1.3.1 Review of vector spaces

Let V' denote a vector space. Then vectors in V' obey the following rules for addition and

multiplication by scalars

A+B € V if A, BeV
aAd €V it AeV
a(A+B) = aA+aB
(@+ /A = aA+ (A

The space contains a zero vector or null vector, 0, so that, for example (A4) + (—A) = 0.

Of course as we have seen, vectors in IR* (usual 3-dimensional real space) obey these axioms.
Other simple examples are a plane through the origin which forms a two-dimensional space

and a line through the origin which forms a one-dimensional space.

14



1.3.2 Linear Independence

Consider two vectors A and B in a plane through the origin and the equation:—

aA+ BB =0

If this is satisfied for non-zero o and 3 then A and B are said to be linearly dependent.

, !

i.e. B= 3 A.
Clearly A and B are collinear (either parallel or anti-parallel). If this equation can be
satisfied only for « = 3 = 0, then A and B are linearly independent, and obviously not
collinear (i.e. no A can be found such that B = \A).

Notes

(i) If A, B are linearly independent any vector r in the plane may be written uniquely as
a linear combination
r=aA+bB

(it) We say A, B span the plane or A, B form a basis for the plane

(iit) We call (a,b) a representation of r in the basis formed by A, B and a, b are the

components of 7 in this basis.

In 3 dimensions three vectors are linearly dependent if we can find non-trivial «, 3,7 (i.e.

not all zero) such that

QA+ BB +~C =0

otherwise A, B, C' are linearly independent (no one is a linear combination of the other two).

Notes

(i) If A, B and C are linearly independent they span IR?® and form a basis i.e. for any vector

r we can find scalars a, b, ¢ such that

r = aA+bB+cC .

(it) The triple of numbers (a, b, ¢) is the representation of r in this basis; a, b, ¢ are said

to be the components of r in this basis.

15



(277) The geometrical interpretation of linear dependence in three dimensions is that

three linearly dependent vectors < three coplanar vectors

To see this note that if €A + 3B 4+ vC = 0 then

a#0 aA-(BxC)=0= A B,C are coplanar
a=0  then B is collinear with C' and A, B, C are coplanar

These ideas can be generalised to vector spaces of arbitrary dimension. For a space of

dimension n one can find at most n linearly independent vectors.

1.3.3 Standard orthonormal basis: Cartesian basis
A basis in which the basis vectors are orthogonal and normalised (of unit length) is called
an orthonormal basis.

You have already have encountered the idea of Cartesian coordinates in which points in
space are labelled by coordinates (x,y, z). We introduce orthonormal basis vectors denoted
by either 4, j and k or eg, ey and e, which point along the z, y and z-axes. It is usually
understood that the basis vectors are related by the r.h. screw rule, with i X j = k£ and so

on, cyclically.

In the ‘zyz’ notation the components of a vector A are A,, A,, A,, and a vector is written

in terms of the basis vectors as
A = Amz—i_Ayl—f—AzE or A:Axgx‘l—AyQy‘f‘Azgz.
Also note that in this basis, the basis vectors themselves are represented by

ZZQZL':(LO?O) lzgy:(()?lv()) k=e,= (0,0,1)

1.3.4 Suffix or Index notation

A more systematic labelling of orthonormal basis vectors for IR® is by ¢, e, and e;. i.e.

instead of i we write ¢,, instead of j we write e,, instead of k& we write e;. Then

€1°€ =€ e =¢e3-e3=1; e -ep=¢e-e3=¢3-¢ =0. (13)

Similarly the components of any vector A in 3-d space are denoted by A;, A, and As.

16



This scheme is known as the suffix notation. Its great advantages over ‘ryz’ notation are that
it clearly generalises easily to any number of dimensions and greatly simplifies manipulations

and the verification of various identities (see later in the course).

Old Notation New Notation
€3
Qy €s
€x €
= xey tyey + zey r =216 + Taey + T3y

Thus any vector A is written in this new notation as

3
A=Ae+Ae+Ase=) Aig.
=1

The final summation will often be abbreviated to A = Z Aje.

Notes

(i) The numbers A; are called the (Cartesian) components (or representation) of A with

respect to the basis set {e; }.

3 3 3
(it) We may write A = ZAZ- e; = ZAj ej = ZAO‘ eq Where i, j and « are known as
i=1 j=1

summation or ‘dummy’ indices.

a=1

(1277) The components are obtained by using the orthonormality properties of equation (13):

A-e; = (Aieg + Asey + Ases) - e; = Ay

A, is the projection of A in the direction of e;.

Similarly for the components As and Az. So in general we may write

A-e

A-e; =A; orsometimes (A);

where in this equation ¢ is a ‘free’ index and may take values i = 1,2,3. In this way

we are in fact condensing three equations into one.

17



(2v) In terms of these components, the scalar product takes on the form:—

A_B:Z Aj B; .

=1

end of lecture 3

1.4 Suffix Notation

1.4.1 Free Indices and Summation Indices

Consider, for example, the vector equation
a—(b-c)d+3n=0 (14)
As the basis vectors are linearly independent the equation must hold for each component:
a;—(b-c)d;+3n; =0 for =123 (15)

The free index 7 occurs once and only once in each term of the equation. In general every

term in the equation must be of the same kind i.e. have the same free indices.

Now suppose that we want to write the scalar product that appears in the second term of
equation (15) in suffix notation. As we have seen summation indices are ‘dummy’ indices

and can be relabelled

This freedom should always be used to avoid confusion with other indices in the equation.
Thus we avoid using ¢ as a summation index, as we have already used it as a free index, and

write equation (15) as

3
ai—<Zbkck> di+3n;=0 for 1=1,2,3

k=1

rather than ,
a; — (Zb161> dl—i—?mz =0 for i= 172,3
i=1
which would lead to great confusion, inevitably leading to mistakes, when the brackets are

removed!

18



1.4.2 Handedness of Basis

In the usual Cartesian basis that we have considerd up to now, the basis vectors e, e,, and

e; form a right-handed basis, that is, e; X ey = €34, €5 X €5 = ¢; and e5 X ¢; = €5.

However, we could choose ¢; X e, = —e3, and so on, in which case the basis is said to be
left-handed.
right handed left handed

] )

€9 €3

2 &)

€3 = €1 X6 €3 = €9 X€

€1 = €3 Xeg3 € = 63X 6

€y = €3X¢ € = £ X¢&;3

(§1a €9, Qg) =1 (§1> €9, Qg) =-1

1.4.3 The Vector Product in a right-handed basis

3 3 3
AxB=( Aie)x () Bjej) =3 ) AiBjleixe)).
=1 j=1 i=1 j=1
Since e; X e; =€y X €y =63 X e3 =0, and ¢; X e, = —e, X ¢; = €5, etc. we have
Ax B=¢,(AyBs — A3By) + e5(A3B1 — A1B3) + e5(A1 By — Ay By) (16)

from which we deduce that

(A X B)l = (Ang — AgBQ) , etc.

Notice that the right-hand side of equation (16) corresponds to the expansion of the deter-

minant
€1 €&y €5
A Ay As
B, By Bjs

by the first row.
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It is now easy to write down an expression for the scalar triple product

A-(BxC) = iAi(_BXQ)i

= A1(3203 — Cng) — Ag(Bng — ClBg) + Ag(Bng — ClBg)

A Ay Aj
= | By By DBj
C, Cy Cs

The symmetry properties of the scalar triple product may be deduced from this by noting

that interchanging two rows (or columns) changes the value by a factor —1.

1.4.4 Summary of algebraic approach to vectors

We are now able to define vectors and the various products of vectors in an algebraic way
(as opposed to the geometrical approach of lectures 1 and 2).

A vector is represented (in some orthonormal basis e, €5, €5) by an ordered set of 3 numbers

with certain laws of addition.
e.g. A isrepresented by (A;, As, As);

A+ B s represented by (A; + By, Ay + By, A3 + Bs) .

The various ‘products’ of vectors are defined as follows:—

The Scalar Product is denoted by A - B and defined as:~

A-B =Y AB;.
i

A- A= A? defines the magnitude A of the vector.

The Vector Product is denoted by A x B, and is defined in a right-handed basis as:—

€ €2 E3
A X B = A1 A2 Ag
By By Bs
The Scalar Triple Product

(A,.B.C) = Y A(BxC);

A Ay Az
= | By By Bs
C, Cy Cs

In all the above formula the summations imply sums over each index taking values 1,2, 3.
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1.4.5 The Kronecker Delta Symbol 52’]‘

We define the symbol 9; j (pronounced “delta i j”), where i and j can take on the values 1
to 3, such that

52] = 1ifi=y
= 0 ifi#j

1.€. 511:522:533:1and512:513:523:...:().

The equations satisfied by the orthonormal basis vectors ¢; can all now be written as:—

g €j = 0;j

e.g. e e = 012=0 ; e -, = 011 =1 Notes

(¢) Since there are two free indices i and j, ¢;

it = 0; j is equivalent to 9 equations

(12) 0jj = 0j; [i.e. 075 is symmetric in its indices. ]

3
(112) Zéi’i = 3 (=01 +da2 + I33)
i=1

3
(Z"U) ZAjéjk = Alélk + A252]€ + A353k
j=1

Remember that £ is a free index. Thus if k& = 1 then only the first term on the rhs
contributes and rhs = Ay, similarly if £ = 2 then rhs = A, and if £ = 2 then rhs = Ajs.
Thus we conclude that

3
ZAjéjk = Ay,

j=1

In other words, the Kronecker delta picks out the kth term in the sum over j. This is

in particular true for the multiplication of two Kronecker deltas:

3
D50k = 01015 + 0209k + 63035 = Gy,

Jj=1

Generalising the reasoning in (iv) implies the so-called sifting property:

3
Z(anything )jéjk = (anything ).

j=1
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where (anything) j denotes any expression that has a single free index j.

Examples of the use of this symbol are:—

3

3
L. A-ej = (ZlAz'Qz')'Ej = D 4 (g ¢j)

i=1

3
= Z Ai(sij = Aj, since terms with ¢ # j vanish.

=1 j=1
3 3 3 3
= D D AiBjleiej) = DD AiBj
i=1 j=1 i=1 j=1
3 3
= ZAZBZ (or ZAJBJ)
i=1 j=1

1.4.6 Matrix representation of 52’]’

We may label the elements of a (3 x 3) matrix M as M,

ij
My, My Ms

M = My, Msy  Mos
Mz Mszy Mss

Thus we see that if we write J; jasa matrix we find that it is the identity matrix 1.
1 00
0,5 = 010
001
end of lecture 4

1.5 More About Suffix Notation

1.5.1 Einstein Summation Convention

As you will have noticed, the novelty of writing out summations as in Lecture 4 soon wears
thin. A way to avoid this tedium is to adopt the Einstein summation convention; by adhering

strictly to the following rules the summation signs are suppressed.

Rules
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(7) Omit summation signs

(i) If a suffix appears twice, a summation is implied e.g. A;B; = A1 By + Ay By + A3B;

Here 7 is a dummy index.

(éii) If a suffix appears only once it can take any value e.g. A; = B; holds for i = 1,2,3
Here 7 is a free index. Note that there may be more than one free index. Always check
that the free indices match on both sides of an equation e.g. Aj = B; is WRONG.

(i) A given suffix must not appear more than twice in any term of an expression. Again,
always check that there are no multiple indices e.g. A;B;C; is WRONG.

Examples
A= Ae; here 1 is a dummy indez.
A- ej = Aje; ej = Az’(sij = Aj here i is a dummy index but j is a free index.
A-B=(4;¢)- (ngj) = A;Bjdo;; = A;B; here 4,5 are dummy indices.
(A-B)(A-C) = A;B;A;C; again i,j are dummy indices.

Armed with the summation convention one can rewrite many of the equations of the previous

lecture without summation signs e.g. the sifting property of d; j now becomes

18k =Ty

so that, for example, 52’j5jk: = 0.

From now on, except where indicated, the summation convention will be assumed.
You should make sure that you are completely at ease with it.

1.5.2 Levi-Civita Symbol €ijk

We saw in the last lecture how ¢; j could be used to greatly simplify the writing out of the

orthonormality condition on basis vectors.

We seek to make a similar simplification for the vector products of basis vectors (taken here

to be right handed) i.e. we seek a simple, uniform way of writing the equations

€1 X €y =E€3 €3XE3=E€ €3X€ =6y

e xe =0 e xe=0 e3xe3=0
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To do so we define the Levi-Cevita symbol e, ik (pronounced ‘epsilon i j k’), where i, j and

k can take on the values 1 to 3, such that:—

€;:1. = +1ifijk is an even permutation of 123 ;

17k
= —1if¢jk is an odd permutation of 123 ;

= 0 otherwise (i.e. 2 or more indices are the same) .

An even permutation consists of an even number of transpositions.

An odd permutations consists of an odd number of transpositions.

For example, €193 = +1;
€913 = —1 { since (123) — (213) under one transposition [1 < 2]} ;
€312 = +1{(123) — (132) — (312); 2 transpositions; [2 < 3|[1 < 3|};

€113 — O7 €111 — O7 etc.

€193 = €231 = €312 = +1; €213 = €301 = €130 = —1; all others =0 .

1.5.3 Vector product

The equations satisfied by the vector products of the (right-handed) orthonormal basis vec-

tors e; can now be written uniformly as :—

g xXej = el | (,7=123).

For example,
€1 X €y = €121 € T €126 T €233 = €3 ; € Xe = €116 tezeytengey = 0

Also,
AXE = AZ'BJ‘QZ'XQ]‘
= €k AiBjeg

bt AxB = (Ax B)pep.

Thus

(A X B)]€ = G’ij A,LB‘7
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Always recall that we are using the summation convention. For example writing out the

sums
(Ax B)s = engAiBi + €123 A2 Bs + €133 AgBs + - - -
= €193 A1 By + €213 Ay By (only non-zero terms)
= AlBQ - AgBl

Now note a ‘cyclic symmetry’ of €, ik

Cijk = Ckij = Cjki T T¢ik = “%kj = “Ckji
This holds for any choice of 7, j and k. To understand this note that

1. If any pair of the free indices ¢, j, k are the same, all terms vanish;

2. If (ijk) is an even (odd) permutation of (123), then so is (jki) and (kij), but (jik),
(tkj) and (kji) are odd (even) permutations of (123).

Now use the cyclic symmetry to find alternative forms for the components of the vector

product
(AxB)p = €, AiBj = epij AiBj
or relabelling indices k—i i—7 77—k
(AXB)j = ¢p; AjB = ¢, AjBy; -

The scalar triple product can also be written using e, ik

(é?@ag> :A‘ (E XQ) = Ai(B X C)'

= =1

(4, B,C) = €1, AiBjC -

Now as an exercise in index manipulation we can prove the cyclic symmetry of the scalar

product
(A, B,C) = € 4iB;jCy
= =€k AZ-BjC]€ interchanging two indices of €;;. j
= +e€5.,. A;B:C interchanging two indices again
kij P 3%k
= €jjk AjBkCi relabelling indices k—1 i—7j j—k
= € CiA;B = (C, A, B)

25



1.5.4 Product of two Levi-Civita symbols

We state without formal proof the following identity (see questions on Problem Sheet 3)

€ijk €rsk = 6@'7“5]'5 - 5i55jr-

To verify this is true one can check all possible cases e.g. €19x €10k = €121 €121 + €122 €129 +
€123 €123 = 1 = 011099 — 012091. More generally, note that the left hand side of the boxed

equation may be written out as

® €1 €651 + €52 €52 + €53 €53 Where 7, j, 7, s are free indices;
e for this to be non-zero we must have i # j and r # s
e only one term of the three in the sum can be non-zero ;

e ifi=rand j =s we have +1 ;if 1= s and j =r we have —1 .

The product identity furnishes an algebraic proof for the ‘BAC-CAB’ rule. Consider the ‘"
component of A x (B x C):

[Ax(BxC)]; = ¢ Aj(BxC)
= €k ) ers Brls = €jp 5 AjBrCs
= (8 075 — 05 0j) A; BrCs

— = = — = =711

Since ¢ is a free index we have proven the identity for all three components + = 1,2, 3.

end of lecture 5
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1.6 Change of Basis

1.6.1 Linear Transformation of Basis

Suppose {e;} and {e;'} are two different orthonormal bases. How do we relate them?

Clearly e,” can be written as a linear combination of the vectors e, 5, e5. Let us write the
linear combination as
/
€1 = A1ey + A2gy + Aizey

with similar expressions for e,” and e;’. In summary,

e =Nje;

(17)

(assuming summation convention) where Aij (1=1,2,3 and j = 1,2,3) are the 9 numbers
relating the basis vectors e,’, e,” and e;’ to the basis vectors e, e, and e;.

Notes

(i) Since e;" are orthonormal

Now the Lh.s. of this equation may be written as
ik er) - (Njrep) = AipAji (e - ep) = g 10k = ik Aj
(in the final step we have used the sifting property of §;.;) and we deduce
AikA ik = 0j (18)

(#) In order to determine \; j from the two bases consider

/

e 65 = (Npeg) e =g O = Ajj-
Thus

ej e =\ (19)

S 1J

1.6.2 Inverse Relations

Consider expressing the unprimed basis in terms of the primed basis and suppose that

€ = Hij &5’
Then Mo = ex' e = hij (e’ e5") = 15 0p5 = b so that
fij = Aji (20)
Note that ¢; ey = 07 = A (e gj) = /\ki)‘kj and so we obtain a second relation
Ak:i)‘k:j = 0] (21)
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1.6.3 The Transformation Matrix

We may label the elements of a 3 x 3 matrix M as M, ., where i labels the row and j labels

1>
the column in which Mz’j appears:
My Mz Mg
M = My Moy Mo
Msy Mz Mss

The summation convention can be used to describe matrix multiplication. The ¢j component

of a product of two 3 x 3 matrices M, N is given by

(MN)jj = My Nyj+ Mig Noj + Mz N3j = My Ny (22)

Likewise, recalling the definition of the transpose of a matrix (M7); j= M i
T T
(M N)ij = (M >ik:Nk:j = Mk:iNk:j (23)

We can thus arrange the numbers )‘ij as elements of a square matrix, denoted by A and

known as the transformation matrix:

An A2 A
— Ao1 Aga Ao
A1 Asa Ass

We denote the matrix transpose by AT and define it by ()\T)Z- j= A ji SO We see from equation

(20) that p = AT is the transformation matrix for the inverse transformation.

We also note that ¢; j may be thought of as elements of a 3 x 3 unit matrix:

011 012 013 1 00
(521 522 533 = 010 = 1.
031 032 Os3 0 01

i.e. the matrix representation of the Kronecker delta symbol is the unit matrix 1.

Comparing equation(18) with equation (22), and equation (21) with equation (23), we see

that the relations )‘ik:)‘jk; = )‘ki)‘kj = 52’]’ can be written in matrix notation as:-

M = AT = 1|, de|A! =T

28



This is the condition for an orthogonal matrix and the transformation (from the e; basis

to the e;’ basis) is called an orthogonal transformation.
Now from the properties of determinants, [A\T| = [1l| = 1 = |A\| [\T| and |[A\T| = |)\|, we have

that |A|> = 1 hence
A = £1.

If |A] = 41 the orthogonal transformation is said to be ‘proper’

If |A] = —1 the orthogonal transformation is said to be ‘improper’

1.6.4 Examples of Orthogonal Transformations

Rotation about the e; axis. We have e;’ = e; and thus for a rotation through 6,

§3/'§1 = Q1/'§3:Q3/'§2:Q2/'§3:O> le ez =1
e/ e, = cosb
e e, = cos(m/2—60) = sind
e’ e, = cosl
e’ e = cos(m/2+6) = —sind
Thus cosf sinf 0
A= —sinf cosf 0
0 0 1

It is easy to check that AT = 1. Since |A| = cos? @ +sin?@ = 1, this is a proper transforma-

tion. Note that rotations cannot change the handedness of the basis vectors.

Inversion or Parity transformation. This is defined such that ¢;" = —e;.
-1 0 0
1.e. )\’Lj = _5Zj or A = 0 —1 0 = —1
0 0 -1
€3 e/

Clearly AT = 1. Since |\| = —1, this

is an tmproper transformation. Note ¢ o’

that the handedness of the basis is re- = -

versed: e,' X e) = —ey’ e, )
r.h. basis 1.h. basis 23
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Reflection. Consider reflection of the axes in e,—e5 plane so that e,’ = —e;, e,’ = e, and

e’ = e;. The transformation matrix is:—

-1 0 0
A= 0 10
0 01
Since |[A\| = —1, this is an improper transformation. Again the handedness of the basis

changes.

1.6.5 Products of Transformations

Consider a transformation A to the basis {e;'} followed by a transformation p to another
basis {e;"}

A p
e — Qi/ — Qi”
£
Clearly there must be an orthogonal transformation e; = ¢;”
Now
;" = pijej’ = pijAjker = (PAjrep o | £=pA
Notes

(1) Note the order of the product: the matrix corresponding to the first change of basis
stands to the right of that for the second change of basis. In general, transformations

do not commute so that pA # Ap.

(#7) The inversion and the identity transformations commute with all transformations.

1.6.6 Improper Transformations

We may write any improper transformation & (for which || = —1)as€ = (—1) A where A\ =
—¢ and |\ = +1 Thus an improper transformation can always be expressed as a proper

transformation followed by an inversion.

e.g. consider ¢ for a reflection in the 1 — 3 plane which may be written as

1 0 0 -1 0 0 -1 0 0
E=10 -1 0 | = 0 -1 O 0 1 0
0 0 1 0 0 1 0 0 -1

Identifying A from £ = (—1) A we see that A is a rotation of 7w about e,.
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1.6.7 Summary

If |[A\| = +1 we have a proper orthogonal transformation which is equivalent to rotation
of axes. It can be proven that any rotation is a proper orthogonal transformation and

vice-versa.

If |]A\| = —1 we have an improper orthogonal transformation which is equivalent to rotation
of axes then inversion. This is known as an improper rotation since it changes the handedness
of the basis.

end of lecture 6

1.7 Transformation Properties of Vectors and Scalars

1.7.1 Transformation of vector components

Let A be any vector, with components A; in the basis {¢;} and A} in the basis {e;'} i.e.

A=A = Apef

The components are related as follows, taking care with dummy indices:—

A

A% = A-¢/ = (Ajgj)@i/:(ﬁil'ﬁj)flj:)‘ij

AL = \jiA;

Ap = Avgp = (Aer)) g = M Ay = (V) Ay

] =

Note carefully that we do not put a prime on the vector itself — there is only one vector, A,

in the above discussion.

However, the components of this vector are different in different bases, and so are denoted
by A; in the basis {e;}, A% in the basis {e;'}, etc.

In matrix form we can write these relations as

Aj A1 A2 As Ay Ay
Ay =1 X1 Ase Agg Ay | =X A
Ay A3t Az Asg As As
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Example: Consider a rotation of the axes about ey

Al cosf sinf 0 Ay cosf Ay +sinf A,
A, | = | —sinf cosf 0 Ay | = | cosfB Ay —sinf A
Al 0 0 1 Ay Ay

A direct check of this using trigonometric considerations is significantly harder!

1.7.2 The Transformation of the Scalar Product

Let A and B be vectors with components A; and B; in the basis {¢;} and components A%
and B in the basis {¢;'}. In the basis {¢;}, the scalar product, denoted by (A4 - B), is:-
(A-B) = A;B;

171

In the basis {¢;'}, we denote the scalar product by (A - B)’, and we have

(A-B)' = AjBj =XjjA;NjBy, =0,1.A;By,

A;Bj=(A-B).

Thus the scalar product is the same evaluated in any basis. This is of course expected from
the geometrical definition of scalar product which is independent of basis. We say that the

scalar product is invariant under a change of basis.

Summary We have now obtained an algebraic definition of scalar and vector quantities.
Under the orthogonal transformation from the basis {e;} to the basis {¢;'}, defined by the

transformation matrix A : e;’ = /\ij ej, we have that:—

e A scalar is a single number ¢ which is invariant:

¢ = ¢

Of course, not all scalar quantities in physics are expressible as the scalar product of

two vectors e.g. mass, temperature.

e A vector is an ‘ordered triple’ of numbers A; which transforms to A% :
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1.7.3 Summary of story so far

We take the opportunity to summarise some key-points of what we have done so far. N.B.
this is NOT a list of everything you need to know.

Key points from geometrical approach

You should recognise on sight that

r X ¢ is aline (r lies on a line)

|
I

r-a=d is aplane (r lies in a plane)

s

Useful properties of scalar and vector products to remember

a-b=0 & vectors orthogonal
axb=0 <& vectors collinear
a-(bxc)=0 & vectors co-planar or linearly dependent

ax(bxec) = bla-c)—cla-b)

Key points of suffix notation

We label orthonormal basis vectors e, e,, e5 and write the expansion of a vector A as

3
A=>"Ae;
=1

The Kronecker delta ¢; j can be used to express the orthonormality of the basis

€ - €5 = 0j;

The Kronecker delta has a very useful sifting property
Z[“']jéjk =[]k
J
(€1,€9,€3) = £1 determines whether the basis is right- or left-handed

Key points of summation convention

Using the summation convention we have for example
A= Aje
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and the sifting property of 9, j becomes
10 =Ty

We introduce ¢; ik to enable us to write the vector products of basis vectors in a r.h. basis

in a uniform way

€; X €5 = €j5kLk

The vector products and scalar triple products in a r.h. basis are

€1 €& €3
AxB=|A Ay A3z | orequivalently (Ax B); = Eijk;AjBk:
B, By DBs
Ay Ay Az
A-(BxC)=| By By Bs | orequivalently A-(Bx(C) = EijkAiBjCk
C, Cy Ch

Key points of change of basis

The new basis is written in terms of the old through

QZ'/ = )‘z’jﬁj where \; j are elements of a 3 x 3 transformation matrix A

A is an orthogonal matrix, the defining property of which is A\=! = AT and this can be written
as
T
AP =1 or /\Zk)\jk = 52]
|A| = 1 decides whether the transformation is proper or improper i.e. whether the hand-

edness of the basis is changed

Key points of algebraic approach

A scalar is defined as a number that is invariant under an orthogonal transformation

A vector is defined as an object A represented in a basis by numbers A; which transform

to A% through

or in matrix form
Al Ay
A, | =2 A
Al As

end of lecture 7
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2 Tensors

2.1 Tensors of Second Rank

2.1.1 Nature of Physical Laws

The simplest physical laws are expressed in terms of scalar quantities which are independent

of our choice of basis e.g. the gas law
pV = RT

relating pressure, volume and temperature.

At the next level of complexity are laws relating vector quantities:

ma Newton’s Law

[ |
Il

= gb Ohm’s Law, g is conductivity

Notes

(1) These laws take the form vector = scalar x wvector

(77) They relate two vectors in the same direction

If we consider Newton’s Law, for instance, then in a particular Cartesian basis {e;}, a is

represented by its components {a;} and F' by its components {F;} and we can write

F’i = maZ-

In another such basis {e;'}
r /
F, = ma;

where the set of numbers, {a’}, is in general different from the set {a;}. Likewise, the set
{F!} differs from the set {F;}, but of course

a: = A\

i waj and F’L/ = N\ I

L]

Thus we can think of F' = ma as representing an infinite set of relations between measured
components in various bases. Because all vectors transform the same way under orthogonal
transformations, the relations have the same form in all bases. We say that Newton’s Law,

expressed in component form, is form invariant or covariant.
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2.1.2 Examples of more complicated laws

Ohm’s law in an anisotropic medium

The simple form of Ohm’s Law stated above, in which an applied electric field £ produces
a current in the same direction, only holds for conducting media which are isotropic, that
is, the same in all directions. This is certainly not the case in crystalline media, where the

regular lattice will favour conduction in some directions more than in others.

The most general relation between J and E which is linear and is such that J vanishes when

L vanishes is of the form

J; = G;E;

where G, j are the components of the conductivity tensor in the chosen basis, and characterise
the conduction properties when J and E are measured in that basis. Thus we need nine
numbers, G ; j» to characterise the conductivity of an anisotropic medium. The conductivity
tensor is an example of a second rank tensor.

Suppose we consider an orthogonal transformation of basis. Simply changing basis cannot
alter the form of the physical law and so we conclude that

J GbE} where J /\ZJJJ and E}':/\jkEk

Thus we deduce that

Nij T = NijG ik Br = GijhjiEy

which we can rewrite as

(G’j)\jk, )‘zijk:)Ek: =0
This must be true for arbitrary electric fields and hence
ik = NijGk

Multiplying both sides by A;r, noting that A; k:)‘j E=9] j and using the sifting property we
find that

Gl = Xij kG ik

This exemplifies how the components of a second rank tensor change under an orthogonal

transformation.

Rotating rigid body
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Consider a particle of mass m at a point r in a rigid
body rotating with angular velocity w. Recall from
Lecture 1 that v = w x r. You were asked to check
that this gives the right direction for v; that it is per-
pendicular to the plane of w and r; that the magnitude
|v] = wrsinf = wx radius of circle in which the point
is travelling

Now consider the angular momentum of the particle about the origin O, defined by

L =71 xp=rx (mv) where m is the mass of the particle.

Using the above expression for v we obtain
L=mrxwxr)=mlwr-r)—r(r- w)] (24)

where we have used the identity for the vector triple product. Note that only if r is perpen-

2

dicular to w do we obtain L = mr“w, which means that only then are L and w in the same

direction.
Taking components of equation (24) in an orthonormal basis {e;}, we find that
Li = mlwi(r 1) = z(r-w)]
= m [7’2% — :v,ixjwj} noting that r-w = LW
= m [rzéij — xixj} wj using w; = 5ijwj

Thus

L’i = ]’Lj (O) wj Where IZ] (O) =1m T2 5Z] — :L‘,L?L’j]

I;:(O) are the components of the inertia tensor, relative to O, in the e; basis. The inertia

tensor is another example of a second rank tensor.

Summary of why we need tensors

() Physical laws often relate two vectors.

(#7) A second rank tensor provides a linear relation between two vectors which may be in

different directions.

(177) Tensors allow the generalisation of isotropic laws (‘physics the same in all directions’)

to anisotropic laws (‘physics different in different directions’)
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2.1.3 General properties
Scalars and vectors are called tensors of rank zero and one respectively, where rank = no.
of indices in a Cartesian basis. We can also define tensors of rank greater than two.

The set of nine numbers, Tj;, representing a second rank tensor can be written as a 3 x 3

j )
array
Ty Ty T3
T=| Tun Ty T
T3 T3 a3

This of course is not true for higher rank tensors (which have more than 9 components).

We can rewrite the generic transformation law for a second rank tensor as follows:
T
Tij = Nkt Tir = Xk Tt (W)

Thus in matrix form the transformation law is

T = \T\T

Notes

(¢) It is wrong to say that a second rank tensor is a matrix; rather the tensor is the funda-

mental object and is represented in a given basis by a matrix.

(27) It is wrong to say a matrix is a tensor e.g. the transformation matrix A is not a tensor

but nine numbers defining the transformation between two different bases.

2.1.4 Invariants

Trace of a tensor: the trace of a tensor is defined as the sum of the diagonal elements Tj; .

Consider the trace of the matrix representing the tensor in the transformed basis
/
Tm’ = ANipAisTrs
= OrsTrs =Trr
Thus the trace is the same, evaluated in any basis and is a scalar invariant.
Determinant: it can be shown that the determinant is also an invariant.

Symmetry of a tensor: if the matrix Tij representing the tensor is symmetric then

T;j=Tj;

38



Under a change of basis

Tz{j - /\ir)‘jsTTS
= )‘ir)‘j sTsr using symmetry
= )\ S)\errg relabelling
= T}'z’

Therefore a symmetric tensor remains symmetric under a change of basis. Similarly (exercise)

an antisymmetric tensor 7, ij = _Tji remains antisymmetric.

In fact one can decompose an arbitrary second rank tensor Tz’j into a symmetric part Sz’j

and an antisymmetric part Aij through

S

w:ﬂ ij — i

13,15

1
Tij _'_Tji] Aij = 5

2.1.5 Eigenvectors

In general a second rank tensor maps a given vector onto a vector in a different direction: if

a vector n has components n; then

T:n: = m

17" 7

where m; are components of m, the vector that n is mapped onto.

However some special vectors called eigenvectors may exist such that m; = tn;
i.e. the new vector is in the same direction as the original vector. Eigenvectors
usually have special physical significance (see later).

end of lecture 8

2.2 The Inertia Tensor

2.2.1 Computing the Inertia Tensor

We saw in the previous lecture that for a single particle of mass m, located at position r

with respect to an origin O on the axis of rotation of a rigid body

7 = IZj(O) wj Where ]’i (O) =m {T2 5Z] — :L‘,ll‘j}
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where 1;;(O) are the components of the inertia tensor, relative to O, in the basis {¢; }.

For a collection of N particles of mass m® at r®, where « =1... N,

1;;(0) = i m® {1 1) ;5 — afat | (25)

a=1

For a continuous body, the sums become integrals, giving

150) = [ o) {11655~ g2} av

Here, p(r) is the density at position r. p(r)dV is the mass of the volume element dV" at r.

For laminae (flat objects) and solid bodies, these are 2- and 3-dimensional integrals respec-

tively.
If the basis is fized relative to the body, the ]ij(o) are constants in time.

Consider the diagonal term

Li(0) = Y- m®{@*r®) - (=)}

where ¢ is the perpendicular distance of m® from the e, axis through O.

This term is called the moment of inertia about the e; axis. It is simply the mass of each
particle in the body, multiplied by the square of its distance from the e, axis, summed over

all of the particles. Similarly the other diagonal terms are moments of inertia.

The off-diagonal terms are called the products of inertia, having the form, for example

I15(0) = — Zma &2l
a

Example

Consider 4 masses m at the vertices of a square of side 2a.

(i) O at centre of the square.
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(—a,a,0) (a,a,0)
a
a e
0 S}
(—a,—a,0) (a,—a,0)
For m) =m at (a,a,0), f(l) = ae; + ae,y, SO f(l) -1(1) = 2a?, xgl) = a, xél) = a and xgl) =0
1 00 110 1 -1 0
I(0) = m{2a* |0 1 0| —a®*| 1 1 0 = ma®*| -1 1 0
0 01 0 00 0 0 2
For m® = m at (a, —a,0), r® = ae, — aey, so 1@ . r@ =242, 2 = ¢ and 2{” = —a
1 00 1 -1 0 110
I(0) = m{2a* |0 1 0 —a®*| =1 1 0 =ma®| 1 10
0 01 0 00 0 0 2
For m® = m at (—a,—a,0), r® = —ag; — ey, SO Z(B’) -f(3) = 2a?, x§3) = —q and mgg) = —q
1 00 110 1 -1 0
I(0) = m<2a* [0 1 0] —a*| 1 10 =ma*| -1 10
0 01 0 00 0 0 2
For m™® =m at (—a,a,0), f(4) = —ae; + ae,y, S0 f(4) -1(4) = 2a?, x§4) = —a and mgl) =a
1 00 1 -1 0 110
I(0) = m<2a* ({0 1 0] —a®*| -1 1 0 =ma*| 1 10
0 01 0 00 00 2

Adding up the four contributions gives the inertia tensor for all 4 particles as:—

1
I(O) = 4ma®* | 0
0

S = O
N OO

Note that the final inertia tensor is diagonal and in this basis the products of inertia are
all zero. (Of course there are other bases where the tensor is not diagonal.) This implies
the basis vectors are eigenvectors of the inertia tensor. For example, if w = w(0,0, 1) then
L(O) = 8mwa?(0,0,1).

In general L(O) is not parallel to w. For example, if w = w(0,1,1) then L(O) =

4mwa?(0,1,2). Note that the inertia tensors for the individual masses are not diagonal.
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2.2.2 Two Useful Theorems

Perpendicular Axes Theorem

For a lamina, or collection of particles confined to a plane, (choose e; as normal to the

plane), with O in the plane

I1(0) + 152(0) = I33(0)

This is simply checked by using equation (25) on page 33 and noting x§ = 0.

Parallel Axes Theorem

If G is the centre of mass of the body its position vector R is given by
R =3 m /M,
&)

@ are the position vectors relative to O and M = ZmC“, is the total mass
&)

where 7

of the system.

The parallel axes theorem states that

[;;(0) = I;;(G) = M {(B “R) i — Rz’Rj} :
ro m
Proof: Let s“ be the position of m® with respect to G, then O—px¢

«
+20;; R > m®s® — R, Zmo‘s‘?‘ — R, > m®s
« (8% (8%
= M {R25ij — R’iRj} + ]Zj(G)
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the cross terms vanishing since
o o0 ply
Zm s; = Zm (TZ Rz) = 0.
a a

Example of use of Parallel Axes Theorem.

1)
Consider the same arrangement of masses as before but
with O at one corner of the square i.e. a (massless) 2a
lamina of side 2a, with masses m at each corner and the e,
origin O at the bottom, left so that the masses are at O 2a

(0,0,0), (2a,0,0), (0,2a,0) and (2a, 2a,0)
We have M = 4m and
1
OG = R = y {m(0,0,0) +m(2a,0,0) + m(0, 2a,0) + m(2a,2a,0)}
= (a,a,0)

and so G is at the centre of the square and R?* = 2a? . We can now use the parallel axis
theorem to relate the inertia tensor of the previous example to that of the present

1 00 110 1 -1 0
I0)—I(G) = 4m<{2* |0 1 0] —-a®*|1 1 0] p= 4ma®*| -1 1 0
0 01 000 0 0 2
From the previous example,
1 00
I(G) = 4ma® |0 1 0 and hence
00 2
1+1 0-1 0 2 -1 0
I0) = 4ma®*[0—1 1+1 0 | = 4ma*| -1 2 0
0 0 242 0 0 4

end of lecture 9

2.3 Eigenvectors of Real, Symmetric Tensors

If T is a (2nd-rank) tensor an eigenvector n of T obeys (in any basis)

Twn] =tin,;

where t is the eigenvalue of the eigenvector.
The tensor acts on the eigenvector to produce a vector in the same direction.

The direction of n doesn’t depend on the basis although its components do (because n is a
vector) and is sometimes referred to as a principal axis; ¢ is a scalar (doesn’t depend on

basis) and is sometimes referred to as a principal value.
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2.3.1 Construction of the Eigenvectors
Since n; = d;,;n,;, we can write the equation for an eigenvector as

(AR
<TZj_t6Zj) nj = 0.

This set of three linear equations has a non-trivial solution (i.e. a solution n # 0) iff

det (T—tl) = 0

1.€.

Ty —1 T2 T3
15 Ty —1 Ths = 0.
T3 139 Tz3 —1

This is equation, known as the ‘characteristic’ or ‘secular’ equation, is a cubic in ¢, giving

3 real solutions ¢V, #?) and #® and corresponding eigenvectors n(V); n® and n®.

Example:

The characteristic equation reads

1—t¢ 1 0

1 —t 1 =0

0 1 1—1
Thus (1= B{tt—1) =1} —{(1—1)—0} = 0
and so

A-t){—t—-2} = 1-t)t—-2)t+1) = 0.
Thus the solutions aret =1,¢t =2 and t = —1.
Check: The sum of the eigenvalues is 2, and is equal to the trace of the tensor; the reason
for this will become apparent next lecture.

We now find the eigenvector for each of these eigenvalues, by solving T’ j g =tn;

(1 — t) ny -+ N9 =0
ny — tnyg + ns 0
ng + (1 - t) nsg = 0.

fort=1,t=2and t = —1 in turn.
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For t =t =1, we denote the corresponding eigenvector by Q(l) and the equations for the

components of nM) are (dropping the label (1)):

Mo =0
n — Ng + Nz = 0 :ngz();ng:—nl.
o = 0
Thus n; :ng:n3 = 1:0: —1 and a unit vector in the direction of Q(l) is
1
~(1)
n = —(1,0,—1) .
n \/5( )
[ Note that we could equally well have chosen V) = _—é(l, 0,-1). ]

For t = t®® = 2, the equations for the components of Q@) are:

—-ni + No = 0
n — 2ny + nz3g = 0 » = n9g = n3 = nq.
ng — Ng = 0
Thus n; :ng:n3 = 1:1:1 and a unit vector in the direction of @(2) is

1
@ = —(1,1,1) .
\/3( )

|3

For t = t®® = —1, a similar calculation (exercise) gives
1
S(3)
n'” = —(1,-2,1
i = —(1,-2,1)
Note that ﬁ(l) -ﬁ@) = ﬁ(l) -ﬁ(?’) = ﬁ@) -ﬁ(g) = 0 and so the eigenvectors are mutually
orthogonal.

The scalar triple product of the triad ﬁ(l), ﬁ@) and ﬁ(?’), with the above choice of signs, is
—1, and so they form a left-handed basis. Changing the sign of one (or all three) of the

vectors would produce a right-handed basis.

2.3.2 Important Theorem and Proof

Theorem: If Tz’j is real and symmetric, its eigenvalues are real. The eigenvectors corre-

sponding to distinct eigenvalues are orthogonal.

Proof: Let a and b be eigenvectors, with eigenvalues t% and 0 respectively, then:—

T,Ljaj = taai (26)
Tijbi = t'b; (27)
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We multiply equation (26) by b;‘, and sum over 7, giving:—

* a *
TZ]a]bZ =t aibi

(28)

We now take the complex conjugate of equation (27), multiply by a; and sum over i, to

give:—
T e — tb*b* ,
ity = b
Since Tz’j is real and symmetric, T{; =T i and so:—
Lh. side of equation (29) = Tjibj;ai
* . .
= T;jbja; = Lh. side of equation (28).

Subtracting (29) from (28) gives:—

(ta - tb*> a;ibf = 0

Case 1: consider what happens if b = a,

3
* 2
a;a; = la;|* > 0 for all non-zero a,
i=1

and so
ta — ta*

Thus, we have shown that the eigenvalues are real.
Since t is real and Tj j are real, real a,b can be found.

Case 2: now consider a # b, in which case t% # {0 by hypothesis:

(ta - tb> ajb; = 0.

If t& £ tb, then a;b; = 0, implying

ab =0

Thus the eigenvectors are orthogonal if the eigenvalues are distinct.
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2.3.3 Degenerate eigenvalues

If the characteristic equation is of the form
D —)(t® —1)2 =0

there is a repeated root and we have a doubly degenerate eigenvalue ¢

Claim: In the case of a real, symmetric tensor we can nevertheless always find TWO

mutually orthogonal solutions for 2(2) (which are both orthogonal to Q(l)).

Example
011 —t 1 1
T=|1101]=|T-tlj=|1 —t 1 |=0=|t=2andt=—1 (twice)
1 10 1 1 —t
For t = t1) = 2 with eigenvector n!)
—2n1 + no + n3 = 0 Ny = N3 = Ny
ny — 2712 + ng = 0 —
NN
ny -+ Ny — 2713 =0 n - \/5(17 171) .
For t = t® = —1 with eigenvector @(2)
2@ 4@ 4 n®

is the only independent equation. This can be written as Q(l) -n® = 0 which is the equa-

tion for a plane normal to @(1)' Thus any vector orthogonal to @(1) is an eigenvector with

eigenvalue —1.

If we choose ngf) =0, then ng) = —n(12) and a possible unit eigenvector is

1
5(2)
A? = —(1,-1,0).
Y A

If we require the third eigenvector Q(?’) to be orthogonal to @(2), then we must have n

The equations then give n:(f’) = —2n§3) and so

3 3
®) _p®

1
a® = —(1,1,-2).

- V6

Alternatively, the third eigenvector can be calculated by using ﬁ(3) = :I:ﬁ(l) X ﬁ@), the sign

chosen determining the handedness of the triad ﬁ(l), ﬁ@), ﬁ(g). This particular pair, Q@) and

47



Q(3), is just one of an infinite number of orthogonal pairs that are eigenvectors of Tj o all

lying in the plane normal to @(1).

If the characteristic equation is of form
M —1)*=0

then we have a triply degenerate eigenvalue t™V). In fact, this only occurs if the tensor is equal

to t(l)dij which means it is ‘isotropic’ and any direction is an eigenvector with eigenvalue
¢,

end of lecture 10

2.4 Diagonalisation of a Real, Symmetric Tensor

In the basis {¢;} the tensor T;j is, in general, non-diagonal. i.e. Tj; is non-zero for i # j.
However if we transform to a basis constructed from the normalised eigenvectors—the ‘prin-

cipal axes’—we find that the tensor becomes diagonal.

Transform to the basis {e;'} chosen such that

e = n |,

where @(2) are the three normalized, and orthogonal, eigenvectors of Tij with eigenvalues
#(7) respectively.
Now
Az’j = Q/'Qj = ﬁ(i) e = n;i) .
i.e. the rows of \ are the components of the normalised eigenvectors of T'.
In the basis {¢;'}
T = (ATAT);;

Now since the columns of AT are the normalised eigenvectors of T' we see that

Ty T Ti3 ”gl) ngz) ngg) t(l)”gl) t(2)n§2) t(g)”gg)
TN = Ty To Tos n nP al® | = Op) 1 @p 1©R
Ty Tso Tas nél) ngf) n:(sg) t(l)nél) t(Q)nff) t(3)n§3)
ngl) ngl) ng) t(l)ngl) t(2)n§2) t(3)n§3) th 0 0
AT = n?) n(22) n:(f) t(l)n(zl) t(2)n§2) t(3)n(23) = 0 t? o0
n§3) nég) nég) t(l)ngl) t(Q)ngz) t(3)n§3) 0 0 t®
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from the orthonormality of the Q(Z) (rows of \; columns of \).

Thus, with respect to a basis defined by the eigenvectors or principal axes of the tensor,
the tensor has diagonal form. [i.e. T" = diag{t™, t® t®}.] The diagonal basis is often

referred to as the ‘principal axes basis’.

Note: In the diagonal basis the trace of a tensor is the sum of the eigenvalues; the deter-
minant of the tensor is the product of the eigenvalues. Since the trace and determinant are
invariants this means that in any basis the trace and determinant are the sum and products

of the eigenvalues respectively.

Example: Diagonalisation of Inertia Tensor. Consider the inertia tensor for four

masses arranged in a square with the origin at the left hand corner (see lecture 9 p 36):

I(0) =  4ma®| —

O =N
= O O

-1
2
0

It is easy to check (exercise) that the eigenvectors (or principal axes of inertia) are (e; + €,)

(eigenvalue 4ma?), (e; — e,) (eigenvalue 12ma?) and e; (eigenvalue 16ma?).

o &
O 2a

Defining the ¢;’ basis as normalised eigenvectors: e;’ = %(Ql +ey) ;e = %(—Ql +e5) ;
e;’ = e; , one obtains

11

o

A= % % 0 ( ~ rotation of /4 about e, axis)
0 0 1
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and the inertia tensor in the basis {e;'} has components [Z,'j (0) = (A I(O)AT) ij 50 that
11 1 -1
, o A B S Y G i
0 0 1 0 0 4 0 0 1
1 00
= 4ma® [0 3 0
0 0 4

We see that the tensor is diagonal with diagonal elements which are the eigenvalues (principal

moments of inertia).

Remark: Diagonalisability is a very special and useful property of real, symmetric tensors.
It is a property also shared by the more general class of Hermitean operators which you will
meet in quantum mechanics in third year. A general tensor does not share the property. For

example a real non-symmetric tensor cannot be diagonalised.

2.4.1 Symmetry and Eigenvectors of the Inertia Tensor

In the previous example the eigenvectors had some physical significance: in the original basis
e5 is perpendicular to the plane where the masses lie; e; + e, is along the diagonal of the

square.

By using the transformation law for the inertia tensor we can see how the symmetry of
the mass arrangement is related to the eigenvectors of the tensor. First we need to define

symmetry axes and planes.

A Symmetry Plane is a plane under reflection in which the distribution of mass remains

unchanged e.g. for a lamina with normal e; the e; — e, plane is a reflection symmetry plane.
Claim: A normal to a symmetry plane is an eigenvector

Proof: Choose e; as the normal. Now since the mass distribution is invariant under reflection
in the symmetry plane, the representation of the tensor must be unchanged when the axes
are reflected in the plane i.e. the tensor should look exactly the same when the axes have
been transformed in such a way that the mass distribution with repect to the new axes is

the same as the mass distribution with respect to the old axes.

o O

I’ = XM =1 for X\ areflection in the e,~e, plane \ =

o O =
O = O
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Calculating I’ = M\ gives

Iy Ly —1Ii3 Ly I, O
I' = Iy Iy —1I3 =1 = I= Iy I, O
—1I31 —1I3p I33 0 0 I3

and ey is an eigenvector, eigenvalue Is3.

An m-fold Symmetry Axis is an axis about which rotation of the system by 27 /m leaves
the mass distribution unchanged e.g. for the example of the previous subsection the diagonal

of the square is 2-fold symmetry axis.
Claim: A 2-fold symmetry axis is an eigenvector

Proof: Choose e; as the symmetry axis. Now since the mass distribution is invariant under
rotation of m about this axis, the representation of the tensor must be unchanged when the

axes are rotated by m about e4

-1 0 0
I'= XM\ =1 for ) arotation of  about e; A = 0 -1 0
0 0 1
Calculating I’ = M\ gives
Iy Ly —Is Iy Lz O
I = Iy I —123 =1 = 1I= Iy I, O
—Iy1 —I3 I3 0 0 Is

and ey is an eigenvector, eigenvalue [33.

Claim: An m-fold symmetry axis is an eigenvector and for m > 2 the orthogonal plane is

a degenerate eigenspace i.e. if ey is chosen as the symmetry axis then I is of the form

I =

oo >
o ot O
L O O

See e.g. the example in lecture 9 p.34/35 which has e; as a 4-fold symmetry axis.

Proof: The idea is the same as the m = 2 case above. Because it is a bit more complicated

we do not include it here.

Note: The limit m — oo yields a continuous symmetry axis. e.g. a cylinder, a cone ..
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2.4.2 Summary

a. The most general body with no symmetry:

the 3 orthogonal eigenvectors have to be found the hard way!

b. A body with a symmetry plane:

the normal to the symmetry plane is an eigenvector.

c. A body with a 2-fold symmetry axis:

the symmetry axis is an eigenvector.

d. A body with an m-fold symmetry axis (m > 2):

the symmetry axis is an eigenvector; there are degenerate eigenvectors normal to the

symmetry axis.

e. A body with spherical symmetry:

any vector is an eigenvector with the same eigenvalue! (triple degeneracy)

end of lecture 11

3 Fields

3.1 Examples of Fields

In physics we often have to consider properties that vary in some region of space e.g. tem-

perature of a body. To do this we require the concept of fields.

If to each point r in some region of ordinary 3-d space there corresponds a scalar ¢(x1, z2, z3),
then ¢(r) is a scalar field.

Examples: temperature distribution in a body 7(r), pressure in the atmosphere P(r),

electric charge density or mass density p(r), electrostatic potential ¢(r).
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Similarly a vector field assigns a vector V(z1, z2, z3) to each point r of some region.

Examples: velocity in a fluid v(r), electric current density J(r), electric field £(r), magnetic
field B(r)

A vector field in 2-d can be represented graphically, at a carefully selected set of points r, by
an arrow whose length and direction is proportional to V(r) e.g. wind velocity on a weather

forecast chart.

3.1.1 Level Surfaces of a Scalar Field

If ¢(r) is a non-constant scalar field, then the equation ¢(r) = ¢ where c is a constant, defines
a level surface (or equipotential) of the field. Level surfaces do not intersect (else ¢ would

be multi-valued at the point of intersection).

Familiar examples in two dimensions, where they are level curves rather than level surfaces,
are the contours of constant height on a geographical map, h(x1,x9) = ¢ . Also isobars on a

weather map are level curves of pressure P(xy,z5) = c.
Examples in three dimensions:

(i) Suppose that
r) =22 4+ 12 + 23 :x2+y2—|—z2
r 1T Ty T3

The level surface ¢(r) = ¢ is a sphere of radius /c centred on the origin. As ¢ is varied, we

obtain a family of level surfaces which are concentric spheres.

(71) Electrostatic potential due to a point charge ¢ situated at the point a is

o) = 12 —

~ Ame |r—d
The level surfaces are concentric spheres centred on the point a.
(i1i) Let ¢(r) = k- r . The level surfaces are planes k - r = constant with normal k.

() Let ¢(r) = exp(ik - r) . Note that this a complex scalar field. Since k - r = constant is

the equation for a plane, the level surfaces are planes.
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3.1.2 Gradient of a Scalar Field

How does a scalar field change as we change position?

As an example think of a 2-d contour map of the height h = h(x,y) of a hill say. The
height is a scalar field. If we are on the hill and move in the z — y plane then the change
in height will depend on the direction in which we move (unless the hill is completely flat!).
For example there will be a direction in which the height increases most steeply (‘straight
up the hill’) We now introduce a formalism to describe how a scalar field ¢(r) changes as a

function of r.

Mathematical Note: A scalar field ¢(r) = ¢(x1, z2, x3) is said to be continuously differ-
entiable in a region R if its first order partial derivatives

00(r)  dor) . 06(r)
al'l ’ 8:702 81'3

exist and are continuous at every point r € R. We will generally assume scalar fields are

continuously differentiable.

Let ¢(r) be a scalar field. Consider 2 nearby points: P (position vector r) and @ (position
vector r + dr). Assume P and @ lie on different level surfaces as shown:

0 = constant 1

¢ = constant 2

O

Now use Taylor’s theorem for a function of 3 variables to evaluate the change in ¢ as we

move from P to )
0¢ = ¢(r+9r) = ¢(r)
== Cb(l'l + 5$1, ) + 51’2, T3 + (51’3) — ¢($1, ZT9, 1'3)
99(r) 99(r) 99(r)

- al'l 6$1+ al'g 6$2+ 8x3

dzs3 + O( 5w§ )
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where we have assumed that the higher order partial derivatives exist. Neglecting terms of

order (dz%) we can write

0¢ =V ¢(r) - or
where the 3 quantities
_ 09(r)
(Y ¢(Z))z = axi

form the Cartesian components of a vector field. We write

YV o(r) = ¢; 9¢(r) 9¢(r) N 9(r) , , 9¢()

=¢; —— =c¢ e e
— = t O0x; -1 91y =2 O = O

or in the old ‘x,y, z’ notation (where z; = x, 9 = y and x5 = 2)

9¢(r) d¢(r) 0¢(r)
ox T oy T 0z

Volr)=¢

The vector field V ¢(r), pronounced “grad phi”, is called the gradient of ¢(r).

Example: calculate the gradient of ¢ = % = 2% + 3> + 2*

0 0 0
Volr) = (ﬁl e Tl g, T —) (2 + 9" +2%)

= 2uwe +2ye,+2ze3=2r

3.1.3 Interpretation of the gradient

In deriving the expression for d¢ above, we assumed that the points P and @) lie on different
level surfaces. Now consider the situation where P and () are nearby points on the same

level surface. In that case d¢ = 0 and so

6¢ =NVo¢(r)-or=0
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The infinitesimal vector or lies in the level surface at r, and the above equation holds for all

such dr, hence

V¢(r) is normal to the level surface at r.

To construct a unit normal 7(r) to the level surface at r, we divide V¢(r) by its length

_ Vo)
V()|

(valid for  [V(r)| # 0)

a(r)

3.1.4 Directional Derivative

Now consider the change, d¢, produced in ¢ by moving distance ds in some direction say 3.

Then 0r = 50s and
0¢ = Vo(r)-or = (Vo(r) - §) os

As 05 — 0, the rate of change of ¢ as we move in the direction of 5 is

do(r)
ds

where 6 is the angle between § and the normal to the level surface at r.

=5-Vo(r) = [Vo(r)| cosf (30)

5-Vo(r) is the directional derivative of the scalar field ¢ in the direction of 5.

Note that the directional derivative has its mazimum value when s is parallel to V¢(r), and

is zero when s lies in the level surface. Therefore

V¢ points in the direction of the maximum rate of increase in ¢

Also recall that this direction is normal to the level surface. For a familiar example think of

the contour lines on a map. The steepest direction is perpendicular to the contour lines.

Example: Find the directional derivative of ¢ = zy(z + z) at point (1,2, —1) in the (¢, +
e,)/v/2 direction.

Vo = (2zy +yz)e; + x(x + 2)ey + vye; = 2e; + 2e4
at (1,2,-1). Thus at this point

1
ﬁ(§1+§2)'z¢:\/§
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Physical example: Let T'(r) be the temperature of the atmosphere at the point r. An
object flies through the atmosphere with velocity v. Obtain an expression for the rate of

change of temperature experienced by the object.

As the object moves from 7 to r 4 dr in time ¢, it sees a change in temperature
or
0T(r) = NT(r)-or = |NVT(r) - 57 ) ot

Taking the limit §t — 0 we obtain

end of lecture 12

3.2 More on Gradient; the Operator ‘Del’

3.2.1 Examples of the Gradient in Physical Laws

Gravitational force due to Earth: Consider the potential energy of a particle of mass
m at a height z above the Earth’s surface V' = mgz. Then the force due to gravity can be
written as

F=-VV=-mge

Newton’s Law of Gravitation: Now consider the gravitational force on a mass m at r

due to a mass mg at the origin We can write this as

P - _Gmmoi _ vy

r2

where the potential energy V = —Gmmg/r (see p.51 for how to calculate V(1/r)).

In these two examples we see that the force acts down the potential energy gradient.

3.2.2 Examples on gradient

Last lecture some examples using ‘xyz’ notation were given. Here we do some exercises with
suffix notation. As usual suffix notation is most convenient for proving more complicated

identities.
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1. Let ¢(r) = r? = 2% + 23 + 23, then

0 0 0
VQS(Z) = <§1 a—xl + €9 a—xz + €5 3—1'3) ($%+ZE%+$§) = 21161 + 210865 + 27303 = 21

In suffix notation

0
Vo(r)=Vrt= (Qi a—x) (wjrj) = e; (0;50f +a0;;) = ;2w = 2r

In the above we have used the important property of partial derivatives

Oz

The level surfaces of 72 are spheres centred on the origin, and the gradient of 7% at r

points radially outward with magnitude 27.

2. Let ¢ = a-r where a is a constant vector.

]
Via-r)= (ﬁi 3—%) (ajrj) = eja;0;j = a

This is not surprising, since the level surfaces a - r = ¢ are planes orthogonal to a.

3. Let ¢(r) =r =+/at +ad+23 = (xjxj)1/2
_ 9 1/2
Vr = (ﬁi 8—372) (z5)

1 0

= €5 (:vjxj)_l/Z a—xz(xkxk) (chain rule)

i:

| 3>

The gradient of the length of the position vector is the unit vector pointing radially
outwards from the origin. It is normal to the level surfaces which are spheres centered

on the origin.
3.2.3 Identities for gradients

If ¢(r) and 9 (r) are real scalar fields, then:

1. Distributive law
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V (¢(r) +9(r) = Vo(r)+ V()

Proof:

Y (0() + 9(r) = ¢ 2 (6(r) + ¥() = Volr) + V(r)

t 8:1:2-

2. Product rule

Proof:

3. Chain rule: If F(¢(r)) is a scalar field, then

v o) - 2 T
Proof: 5
VE0) = & Floln) = & 50 T O g o
Example of Chain Rule: If ¢(r) = 7 we can use result 3 from section 13.2 to give
R s .
If F(6(r)) = ¢(r)" = " we find that
V") = (") = (")

In particular



3.2.4 Transformation of the gradient

Here we prove the claim that the gradient actually is a vector (so far we assumed it was!).

Let the point P have coordinates z; in the e; basis and the same point P have coordinates

. in the ¢;’ basis i.e. we consider the vector transformation law z; — z} = Ajj 5

¢(r) is a scalar if it depends only on the physical point P and not on the coordinates x; or
x; used to specify P. The value of ¢ at P is invariant under a change of basis A (but the

function may look different).
p(x1, T2, 13) — &' (27, 23, 75) = ¢(21, T2, 73)

Now consider V¢ in the new (primed) basis. Its components are

(), 75, 3)

/
8262.
Using the chain rule, we obtain

a / / / / ax . a
690;. @' (2}, 75, 3) = EMZ @ (@1, T2, x3) .

Since x; = Ay, ). (inverse vector transformation law)

8xj 8:1:’k
o = ki g = Mg Ok = Aij -
1 1

Hence

9 0
8—% ¢(x1, T, 73) = Aij@?j (a1, 2, T3) .

which shows that the components of V¢ respect the vector transformation law. Thus V¢(r)

transforms as a vector field as claimed.

3.2.5 The Operator ‘Del’

We can think of the vector operator V (confusingly pronounced “del”) acting on the
scalar field ¢(r) to produce the vector field V ¢(r).

0 0 0 0

: . V=e—=c¢ +e + e
In Cartesians: vV =¢€; 0z € O € O €3 s
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We call V an ‘operator’ since it operates on something to its right. It is a vector operator
since it has vector transformation properties. (More precisely it is a linear differential vector

operator!)

We have seen how V acts on a scalar field to produce a vector field. We can make products
of the vector operator V with other vector quantities to produce new operators and fields in

the same way as we could make scalar and vector products of two vectors.

For example, recall that the directional derivative of ¢ in direction 5 was given by 5 - Vo.

Generally, we can interpret A -V as a scalar operator:

0

A-V=4;5—
1

i.e. A-V acts on a scalar field to its right to produce another scalar field

P ) 9 9
(49 o) = 43 ) = a4, 204 4,000, S0
1

Actually we can also act with this operator on a vector field to get another vector field.

ADVD) = 45V = 4 5 (Vi)

= (A - V)Vi(r) + e (A- V) Va(r) + e3(A-V) V3(r)

The alternative expression A - (YK(Z)) is undefined because V V (r) doesn’t make sense.

N.B. Great care is required with the order in products since, in general, products involving

operators are not commutative. For example

V-A#AY

0A;
8@

A -V is a scalar differential operator whereas V - gives a scalar field called the

|

divergence of A.

end of lecture 13

3.3 More on Vector Operators

In this lecture we combine the vector operator V (‘del’) with a vector field to define two new

operations ‘div’ and ‘curl’. Then we define the Laplacian.
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3.3.1 Divergence

We define the divergence of a vector field A (pronounced ‘div A’ ) as:-

divA(r) = V- A(r)

In Cartesian coordinates

0 _ 0A(r)  0As(r)  0As(r)
VAW =54l = T T,
or 0A,(r) n 0A4,(r) + 0A:(r) in z,y, z notation

It is easy to show that V - A(r) is a scalar field: Under a change of basis e; — ¢;' = )‘ij €;

/ 0 ™ / / ax] 0
(Yé(f)) = o Ai(fﬁa Ty, Ty) = . @ (/\Z'kAk($1, T3, £E3))
7 7
0 0
= )\w )\Zk % Ak(l‘l, Ta, .%'3) = jk % Ak(xl, T2, .’L’g)
J J
0
= gy Ao m ) = VAW

Hence V - A is invariant under a change of basis and is thus a scalar field.

Example: A(r)=r = V.r=3 a very useful & important result!

8951 8.1'2 8.1'3
=14+1+1=3
alL‘l * al'g * 8x3 Tt

In suffix notation
8:1:2-

ox;

1

— 5

i =93

Vor=

Example: Here we use ‘xyz’ notation: xy = z, 2 = y, 23 = 2. Consider A = z?z¢, —

2y*2% ey + Y2 4

0 0 0
A = L2y = 99,322 o 2
V-4 = o (2% ay(yZ)Jraz(xyZ)
= 2xz— 6y*2% + ay?

Thus for instance at the point (1,1,1) V- A=2—-6+1= —3.



3.3.2 Curl

We define the curl of a vector field, curl A, as

curl A(r) = V x A(r)

Note that curl A is a vector field

In Cartesian coordinates

VxA = ¢ (Vx4

0
= & €k 5, Ak
J
ie, the ith component of V x A is
0
(V> A); = ek ou; A
More explicitly
0As  0A,
A), = — ——= et
(z % _)1 8:1:2 8x3 e

Instead of the above equation for curl that uses €; jk» One can use a determinant form (c.f.

the expression of the vector product)

€1 €9 €3 Cr & &2
Vxd=| 9 9 0| o |9 0 9
- Or; Oxy Oxs oxr Jdy 0z
Ay Ay A A, A, A,
Example: A(r)=r = V xr = 0 |another very useful & important result!
Vxr = o

€iijk gy k
= €€k 05k = € €ijj =0
€1 €9 €3

0 0 0
8951 8.1'2 8953

x X2 Zs3

Il
o

or, using the determinant formula, V x r =

63



Example: Compute the curl of V = 2?ye; + y2ze, + xyze;:

€1 €o €3
0 0 0
or Oy 0z

2’y y’r ayz

VxV = = e (zz —0) — ey(yz — 0) + e5(y* — 2?)

3.3.3 Physical Interpretation of ‘div’ and ‘curl’

Full interpretations of the divergence and curl of a vector field are best left until after we have
studied the Divergence Theorem and Stokes’ Theorem respectively. However, we can gain

some intuitive understanding by looking at simple examples where div and/or curl vanish.

First consider the radial field A=7; V-A=3; VxA=0. T

We sketch the vector field A(r) by drawing at selected points \ /
vectors of the appropriate direction and magnitude. These

give the tangents of ‘flow lines’. Roughly speaking, in this L\ ? /L

example the divergence is positive because bigger arrows come e

out of a point than go in. So the field ‘diverges’. (Once the ¢\
concept of flux of a vector field is understood this will make / i \

more sense.)

I<

Now consider the field v = w x r where w is a constant
vector. One can think of v as the velocity of a point in
a rigid rotating body. We sketch a cross-section of the
field v with w chosen to point out of the page. We can
calculate V x v as follows:

I<

0 0

Vx(wxr) = Qz’eijkaTj(Exf)k = SiCijk g “him 1

. &ul
= ¢ <5il 5jm _5im5jl> Wy 5jm <smce @ = 0)

= Q’i <wl5jj_6ljwj> = QZ'Q(,UZ' = 22

Thus we obtain yet another very useful & important result:

Vx(wxr)=2w

To understand intuitively the non-zero curl imagine that the flow lines are those of a rotating
fluid with a small ball centred on a flow line of the field. The centre of the ball will follow
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the flow line. However the effect of the neighbouring flow lines is to make the ball rotate.
Therefore the field has non-zero ‘curl” and the axis of rotation gives the direction of the curl.
In the previous example (A = r) the ball would just move away from origin without rotating

therefore the field r has zero curl.

Terminology:
1. V- A(r) =0 in some region R, A is said to be solenoidal in R.

2. If V.x A(r) =0 in some region R, A is said to be irrotational in R.
3.3.4 The Laplacian Operator V>

We may take the divergence of the gradient of a scalar field ¢(r)

o 0

V- (Vo(r) = oe; a—%¢(f> = V(r)

V2 is the Laplacian operator, pronounced ‘del-squared’. In Cartesian coordinates

o 0
2 _ -
Vi = 8:1:2- 8x2~
More explicitly
Po  Po o Py o 0%
2 —
Vel = ox? * o3 * oz’ o * 0y? * o

It may be shown that the Laplacian of a scalar field V2 ¢ is also a scalar field, i.e. the

Laplacian is a scalar operator.

Example

0o 0 0

2 2—__ . e
V "= axz 8%-%% 8:752(

QZL'Z-) == 25“' =6.

In Cartesian coordinates, the effect of the Laplacian on a vector field A is defined to be

9 0 o 0? 0?
2 _ —
VAL = g5 an A = g AL + 55 Al + 55 A1)

The Laplacian acts on a vector field to produce another vector field.

end of lecture 14
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3.4 Vector Operator Identities

There are many identities involving div, grad, and curl. It is not necessary to know all of
these, but you are advised to be able to produce from memory expressions for Vr, V . r,
Vxr, Vo(r), V(a-r), Vx(axr), V(fg), and first four identities given below. You should

be familiar with the rest and to be able to derive and use them when necessary!

Most importantly you should be at ease with div, grad and curl. This only comes through
practice and deriving the various identities gives you just that. In these derivations the

advantages of suffix notation, the summation convention and ¢; ik will become apparent.

In what follows, ¢(r) is a scalar field; A(r) and B(r) are vector fields.

3.4.1 Distributive Laws

1<

(A+B)=V-A+V-B

b
1<

x(A+B) = VxA+VxD

The proofs of these are straightforward using suffix or ‘x y z’ notation and follow from the

fact that div and curl are linear operations.

3.4.2 Product Laws

The results of taking the div or curl of products of vector and scalar fields are predictable

but need a little care:-

3.

1<

(04) = ¢oV-A+ A-Vo

+
x(0A) = ¢ (VxA) + (Vo) xA = ¢(VxA) - AxVo

4.

1<

Proof of (4): first using €ijk

0
V@A) = ¢ e 5~ (04g)
j

0A 96
e () (2)4)

= 0 (¥ xA4) + (Vo) xA
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[ Sy €

or avoiding €k and using ‘x y z’ notation: V x (¢ A) = 9 9 9
- - or Jdy 0z
0Az 9A, QA

The x component is given by
0(0A.) _deAy) _ | 0A. 94, (99 , (09
dy 0z = 9 Ay 0z +<8y)Az (82)Ay
= BV x A+ [(V9) x 4],

A similar proof holds for the y and z components.

Although we have used Cartesian coordinates in our proofs, the identities hold in all coor-

dinate systems.

3.4.3 Products of Two Vector Fields

Things start getting complicated!

5 V(A-B) = (A-V)B + (B-V)A + Ax(Vx B) + Bx(VxA4)

6. V-(AxB) = B-(VxA4) - A-(VxB)

7. Vx(AxB) = A(V-B) - B(V-4) +(B-V)A - (A-V)B

Proof of (6):

0
V- (AxB) = a—%ez’jkAjBk
_ 245\ 4 A (9B
= S5k 8—% kT €5k A O
0A OB

The proofs of (5) and (7) involve the product of two epsilon symbols. For example, this is

why there are four terms on the rhs of (7).

All other results involving one V can be derived from the above identities.

Example: If a is a constant vector, and r is the position vector, show that
Viag-r)=(a-V)r=a
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In lecture 13 we showed that V (a - r) = a for constant a. Hence, we need only evaluate

0
(a-V)r = aj5-ejzj = ajejdj; = aj¢; = a (31)
and the identity holds.

Example: Show that V - (w x r) = 0 where w is a constant vector.
Using (6) V- (wxr)=r-(Vxw) —w-(Vxr)=0-0

Example: Show that V- (r~3r) =0, for 7 # 0 (where 7 = |r| as usual).
Using identity (3), we have

V@) =r? ) +r-V0r)

n—2

We have previously shown that V -7 = 3 and that V(r") = nr""“r. Hence

V() = (V) + -V

=0 (except atr = 0)

3.4.4 Identities involving 2 gradients
8. Vx(Vg) =0 curl grad ¢ is always zero.
9. V- (VxA4) =0 div curl A is always zero.
10. Vx (VxA) = V(V-A) - V24

Proofs are easily obtained in Cartesian coordinates using suffix notation:-

Proof of (8) P o 0
VX (V0) = eicijlg,- (VO = € ik g, 5, ¢
7 J

— el ii(b (Since a2¢ = a2¢ etc)

€ Cijk Ozy, Oz 0x0y Oyox
o 0
= & Gk E @ (interchanging labels j and k)
o 0
= € €k @ @ o) (tkj — ijk gives minus sign)
— VX (V) =
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since any vector equal to minus itself is must be zero. The proof of (9) is similar. It is

important to understand how these two identities stem from the anti-symmetry of €, ik

Proof of (10)

0
Vx(VxA) = ¢ej 5 - (VxAy
J
0 0
= S Cijk gy kim az, Am
o 0

g 0 o 0
= (a—mﬁ-a—w—m)

0
- o (g (Vo) - V)

= V(V-A) - V24

Although this proof look tedious it is far simpler than trying to use ‘xyz’ (try both and see!).
It is an important result and is used frequently in electromagnetism, fluid mechanics, and
other ‘field theories’.

Finally, when a scalar field ¢ depends only on the magnitude of the position vector r = |r|,

v o) = o) + 220

where the prime denotes differentiation with respect to r. Proof of this relation is left to the

we have

tutorial.

3.4.5 Polar Co-ordinate Systems

Before commencing with integral vector calculus we review here polar co-ordinate systems.
Here dV indicates a volume element and dA an area element. Note that different conventions,

e.g. for the angles ¢ and 6, are sometimes used, in particular in the Mathematics ‘Several
Variable Calculus’” Module.

Plane polar co-ordinates

Cylindrical polar co-ordinates
Spherical polar co-ordinates

end of lecture 15
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y rdo X =T COSO
. dr y=r1sin¢
v O dA =rdr do
g
N _
X
Zl dp X =p cosd
p ﬁi dz y=p Sin(l)
z2=12
dV =pdpdd dz
X ?qu? SR
pdo

4 Integrals over Fields

4.1 Scalar and Vector Integration and Line Integrals

4.1.1 Scalar & Vector Integration
You should already be familar with integration in IR', IR?, IR®. Here we review integration
of a scalar field with an example.

Consider a hemisphere of radius a centered on the e; axis and with bottom face at z = 0. If
the mass density (a scalar field) is p(r) = o/r where o is a constant, then what is the total

mass?

It is most convenient to use spherical polars (see lecture 15). Then

a w/2 2 a
M = p(r)dV = / rzp(r)dr/ sin 9d0/ dp = 2%0/ rdr = noa’
0 0 0 0

hemisphere

Now consider the centre of mass vector

ME = [ rotr)iv
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z
e dr do X =1 sin0 cosd
> y =1 sinO sin¢
dor Z=r1cosO
- dV =r?sin0 dr d6 d¢
X \(D‘/»‘::;;j::§\:\i\\ 3 y

do” i
rsin® do

This is our first example of integrating a vector field (here rp(r)). To do so simply integrate

each component using r = rsin 0 cos ¢e; + rsin sin ey + r cos feg
a /2 2m
MX = / rgp(r)dr/ sin? 0d9/ cos¢ dp =0 since ¢ integral gives 0
0 0 0

a /2 2m
MY = / rgp(r)dr/ sin? 0d9/ sing d¢p =0 since ¢ integral gives 0
0 0 0

a /2 27 a T2 o 9
MZ = / rgp(r)dr/ Siﬂ@COSHdQ/ d(b:27ra/ T2d7’/ o edQ
0 0 0 0 0 2

B o2roa’d {— COS 29} ™ redd . a

- . R=1%
3 1, 3 ~T 3%

4.1.2 Line Integrals

As an example, consider a particle constrained to move
on a wire say. Only the component of the force along the
wire does any work. Therefore the work done in moving
the particle from r to r 4 dr is

dW = F -dr .

The total work done in moving particle along a wire
which follows some curve C' between two points P, Q) is

Woz/PQdWI/OE(z)'df-

This is a line integral along the curve C.

)

More generally let A(r) be a vector field defined in the region R, and let C' be a curve in R
joining two points P and (). r is the position vector at some point on the curve; dr is an

infinitesimal vector along the curve at r.

The magnitude of dr is the infinitesimal arc length: ds = \/dr - dr.
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We define ¢ to be the unit vector tangent to the curve at 7 (points in the direction of dr)

Note that, in general, / A - dr depends on the path joining P and Q).
c

In Cartesian coordinates, we have

C

C C

4.1.3 Parametric Representation of a line integral

Often a curve in 3d can be parameterised by a single parameter e.g. if the curve were the
trajectory of a particle then time would be the parameter. Sometimes the parameter of a

line integral is chosen to be the arc-length s along the curve C.

Generally for parameterisation by A (varying from Ap to A\g)

AQ dr e dxq dxs dxs
/O_ — Ap \ T dA Ap dA d\ d\

If necessary, the curve C' may be subdivided into sections, each with a different parameteri-

then

sation (piecewise smooth curve).
Example: A = (32% + 6y) e; — 14yze, + 202:2%¢,. Evaluate / A - dr between the points
c
with Cartesian coordinates (0,0,0) and (1,1, 1), along the paths C":
1. (0,0,0) — (1,0,0) — (1,1,0) — (1,1,1) (straight lines).

2. 2=Ny=X 2=\ fromA=0to )\ =1

1. e Along the line from (0,0,0) to (1,0,0), we have y = 2 = 0, so dy = dz = 0,

hence dr = e, dr and A = 322 ¢, (here the parameter is x):

(1,0,0) =1 .
/ A-dr = / 3x2dx = [xﬂo =1
( x

0,0,0) =0
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(1,1,1)

)

(1.0.0)

e Along the line from (1,0,0) to (1,1,0), we have x = 1, dz =0, z = dz = 0,

so dr = e, dy (here the parameter is y) and

A= (327+6y)| _, e, = 3+6y)e.

r=1

(1,1,0) y=1
[ A= [ e e g =0
( y

1,0,0) =0
e Along the line from (1,1,0) to (1,1,1), we have x =y = 1, de = dy = 0,

and hence dr = e;dz and A =9¢; — 14ze, + 2022 e5, therefore

(1,1,1) z=1 20 1" 20
/ A-dr = / 202°dz = {—23} = —
(1,1,00 2=0 3 0 3

Adding up the 3 contributions we get

20 23
/A-drzl—l—O—i——:— along path (1)
o 3 3

2. To integrate A = (3z%+6y) e; — 14yze, +20x2%¢; along path (2) (where the parameter

is \), we write
o= e+ M+ N
—= = ¢ + 2 ey + 3\ ¢y

A = (3)\2 —1—6/\2) e, — 14N°e, + 20)\7§3 so that

|

d A=1
/ ( ._f> m :/ (907 — 28X + 60X?) dA = [3X* — 4NT +6A0]) = 5
. d\ A=0

Hence / A-dr =5 along path (2)
c
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In this case, the integral of A from (0,0,0) to (1,1,1) depends on the path taken.

The line integral / A-dr is a scalar quantity. Another scalar line integral is / f ds where
c

f(r) is a scalar field and ds is the infinitesimal arc-length introduced earlier.

Line integrals around a simple (doesn’t intersect itself) closed curve C are denoted by 7{
c

e.g. A-dr = the circulation of A around C
c

Example : Let f(r) = az? + by®. Evaluate 7{ f ds around the unit circle C' in the z — y

c
plane, centred on the origin:

r=cosp,y=sing, z=0; 0<¢ < 2m.

We have f(r) = ax® +by* = acos’¢ + bsin®¢
r = cosge + singe,

dr = (—singe, + cosge,) do
so ds = \/dr-dr = (cos’¢ + sin?¢)"? dp = do

Therefore, for this example,

2w
ffds = / (acos2¢+bsin2¢)d¢ = m(a + b)
C 0

The length s of a curve C' is given by s = / ds. In this example s = 27.
c

We can also define vector line integrals e.g.:-

1. / Ads = ¢ / A; ds in Cartesian coordinates.
c

c
2. /éx@ = ¢ eijk/ Aj drj, in Cartesians.
c c

Example : Consider a current of magnitude I flowing along a wire following a closed path

C. The magnetic force on an element dr of the wire is Idr x B where B is the magnetic
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field at r. Let B(r) = xe; +ye,. Evaluate f B x dr for a circular current loop of radius a

c
in the x — y plane, centred on the origin.

B

dr = (—asinge; + acospe,) do

acospe, + asinge,

2

2
Hence }I{ B xdr = / (a2 cos®> ¢ + a?sin® (b) e;dp = eq a2/ dp = 2ma’e,
C 0 0

end of lecture 16

4.2 The Scalar Potential

Consider again the work done by a force. If the force is conservative, i.e. total energy is

conserved, then the work done is equal to minus the change in potential energy
dV = —dW = —F - dr = —F;dx;

Now we can also write dV as

ov
dV = —dx; = (VV);dx;
O, 1T Vi
Therefore we can identify F=-VV

Thus the force is minus the gradient of the (scalar) potential. The minus sign is conventional

and chosen so that potential energy decreases as the force does work.

In this example we knew that a potential existed (we postulated conservation of energy).
More generally we would like to know under what conditions can a vector field A(r) be
written as the gradient of a scalar field ¢, i.e. when does A(r) = (£) V ¢(r) hold?

Aside: A simply connected region R is a region where every closed curve in R can be
shrunk continuously to a point while remaining entirely in R. The inside of a sphere is simply
connected while the region between two concentric cylinders is not simply connected: it is

doubly connected. For this course we shall be concerned with simply connected regions

4.2.1 Theorems on Scalar Potentials

For a vector field A(r) defined in a simply connected region R, the following three statements

are equivalent, i.e., any one implies the other two:-

1. A(r) can be written as the gradient of a scalar potential ¢(r)
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r

A(r) = Vo) with o(r) = / A(r) - dr’

<

—0

where 7 is some arbitrary fixed point in R.

0

2. (a) f A(r') - dr' = 0, where C' is any closed curve in R
c

(b) ¢(r) = /_ A(r') - dr' does not depend on the path between r_ and r.
r

—0

3. VxA(r) = 0 for all points r € R

Proof that (2) implies (1)
Consider two neighbouring points r and r + dr, define the potential as before

and define d¢ as
r+dr r
dop(r) = o(r+dr) — ¢(r) = { / A(r) - dr' — / A(r) .@’} (by definition)
r r

rdr Ty
= / A(r') - dr' + / A(r'y - dr’ (swapped limits on 2nd /)
r r

) _

= / ~ A(r)) - dr' (combined integrals using path independence)
r
= A(r)-dr (for infinitesimal dr)

But, by Taylor’s theorem, we also have

ar) = 2 4 = v o) ar

Comparing the two different equations for d¢(r), which hold for all dr, we deduce

Alr) = Volr)

Thus we have shown that path independence implies the existence of a scalar potential ¢

for the vector field A. (Also path independence implies 2(a) ).
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Proof that (1) implies (3) (the easy bit!)
A=Ve = VxA=Vx(Ve)=0

because curl (grad ¢) is identically zero (ie it is zero for any scalar field ¢).

Proof that (3) implies (2): (the hard bit!)

We defer the proof until we have met Stokes’ theorem in a few lectures time.

Terminology: A vector field is
e irrotational if V x A(r) = 0.
e conservative if A(r) =V¢.

e For simply connected regions we have shown irrotational and conservative are synony-

mous. But note that for a multiply connected region this is not the case.

Note: ¢(r) is only determined up to a constant: if ¢ = ¢ 4 constant then Vi = V¢ and
1 can equally well serve as a potential. The freedom in the constant corresponds to the
freedom in choosing r  to calculate the potential. Equivalently the absolute value of a scalar

potential has no meaning, only potential differences are significant.

4.2.2 Finding Scalar Potentials

We have shown that the scalar potential ¢(r) for a conservative vector field A(r) can be
constructed from a line integral which is independent of the path of integration between the
endpoints. Therefore, a convenient way of evaluating such integrals is to integrate along a
straight line between the points r  and r. Choosing r, = 0, we can write this integral in

parametric form as follows:

r = Ar where {0 < XA <1} so dr' = d\r and therefore

=0

o(r) = / A (A7)

Example 1: Let A(r) = (a-7)a where a is a constant vector.
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Note: Always check that your ¢(r) satisfies A(r) = V¢(r) !

Example 2: Let A(r) = 2(a-7r)r + r’a where a is a constant vector.

It is straightforward to show that V x A = 0. Thus

o) = [ awya' = [ avn-@n

Example 2 (revisited): Again, let A(r) = 2(a-r)r + r?a here a is a constant vector.
AW = 200 + 10 = (@9 4 Ve = V(@) + const)

in agreement with what we had before if we choose const = 0.
While this method is not as systematic as Method 1, it can be quicker if you spot the trick!

4.2.3 Conservative forces: conservation of energy

Let us now see how the name conservative field arises. Consider a vector field F(r) corre-
sponding to the only force acting on some test particle of mass m. We will show that for a

conservative force (where we can write /' = —VV) the total energy is constant in time.

Proof: The particle moves under the influence of Newton’s Second Law:

mit = F(r).

Consider a small displacement dr along the path taking time dt. Then

mi-dr = F(r) - dr = ~VV(r) -dr.
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Integrating this expression along the path from r , at time ¢ = ¢4 to r, at time ¢ = tp yields

We can simplify the left-hand side of this equation to obtain

ZB tB tp d
m e [Ci = [ i ),
ZA ta ta

where v, and vg are the magnitudes of the velocities at points A and B respectively.

The right-hand side simply gives

r

—B ZB
[Ty == [ —vi- v
ZA EA

where V4 and Vg are the values of the potential V" at r , and r ,, respectively. Therefore

1 1
§mvi +Va= §mvj23 + Vi

and the total energy FE = %va +V  is conserved, i.e. constant in time.

Newtonian gravity and the electrostatic force are both conservative. Frictional forces are not
conservative; energy is dissipated and work is done in traversing a closed path. In general,

time-dependent forces are not conservative.

end of lecture 17

4.2.4 Physical Examples of Conservative Forces

Newtonian Gravity and the electrostatic force are both conservative. Frictional forces are not
conservative; energy is dissipated and work is done in traversing a closed path. In general,

time-dependent forces are not conservative.

The foundation of Newtonian Gravity is Newton’s Law of Gravitation. The force F' on

a particle of mass m; at r due to a particle of mass m at the origin is given by

where G = 6.67259(85) x 10~'* Nm?k¢* is Newton’s Gravitational Constant.

The gravitational field G(r) (due to the mass at the origin) is formally defined as



so that the gravitational field due to the test mass m; can be ignored. The gravitational

potential can be obtained by spotting the direct integration for G = —V¢

_Gm
=

o=

Alternatively, to calculate by a line integral choose r, = oo then

o) =~ [auy = [ atw-an

_ /1 Gm(F-r)d\ _ Gm
e 2N

NB In this example the vector field G is singular at the origin » = 0. This implies we have
to exclude the origin and it is not possible to obtain the scalar potential at r by integration
along a path from the origin. Instead we integrate from infinity, which in turn means that

the gravitational potential at infinity is zero.

NB Since F' = m;G = —V(my¢) the potential energy of the mass my is V' = my¢. The
distinction (a convention) between potential and potential energy is a common source of

confusion.

Electrostatics: Coulomb’s Law states that the force F' on a particle of charge ¢; at r in

the electric field £ due to a particle of charge ¢ at the origin is given by

where ) = 8.854 187817 ---x 10712 C2N~'m~2 is the Permitivity of Free Space and the

47 is conventional. More strictly,

E(r)

E(r) = li
E(r) S, =

The electrostatic potential is taken as ¢ = 1/(4meor) (obtained by integrating £ = —V¢
from infinity to r) and the potential energy of a charge ¢; in the electric field is V' = ¢;¢.

Note that mathematically electrostatics and gravitation are very similar, the only real dif-
ference being that gravity between two masses is always attractive, whereas like charges

repel.

end of add-on to lecture 17

30



4.3 Surface Integrals
fi Let S be a two-sided surface in ordinary three-

© dimensional space as shown. If an infinitesimal element

of surface with (scalar) area dS has unit normal 7, then

the infinitesimal vector element of area is defined by:-

dS = ndS

Example: if S lies in the (x,y) plane, then dS = e5 dz dy in Cartesian coordinates.

Physical interpretation: dS-a gives the projected (scalar) element of area onto the plane

with unit normal a.

For closed surfaces (eg, a sphere) we choose i to be the outward normal. For open
surfaces, the sense of n is arbitrary — except that it is chosen in the same sense for all

elements of the surface. See Bourne & Kendall 5.5 for further discussion of surfaces.

|=>
1=>

1=>
1=>

=>

If A(r) is a vector field defined on S, we define the (normal) surface integral

Jauas = [(@ayas =, 1m0 3 (auh)-al) ss'
S S 0S8 — 0 i=1
where we have formed the Riemann sum by dividing the surface S into m small areas, the
ith area having vector area 0.5 . Clearly, the quantity A(r?) - @Z is the component of A

normal to the surface at the point r*

e We use the notation / A-dS for both open and closed surfaces. Sometimes the integral
S

over a closed surface is denoted by 7{ A-dS (not used here).
5
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e Note that the integral over S'is a double integral in each case. Hence surface integrals
are sometimes denoted by / / A-dS (not used here).
5

Example: Let S be the surface of a unit cube (S = sum over all six faces).

F4
A
I |
Y %\\ ds
0\
1

On the front face, parallel to the (y, z) plane, at © = 1, we have
dS = ndS = e dydz
On the back face at x = 0 in the (y, z) plane, we have
dS = ndS = —e;dydz
In each case, the unit normal 7 is an outward normal because S is a closed surface.

If A(r) is a vector field, then the integral / A -dS over the front face shown is

z=1 y=1 5 z=1 y=1
/ / A-eydydz = / / Ay
z=0 y=0 - z=0 y=0

The integral over y and z is an ordinary double integral over a square of side 1. The integral

dy dz
=1

over the back face is

z=1 y=1 z=1 y=1
—/ / A-gldydz:—/ / Ay
z=0 y=0 - z=0 y=0

The total integral is the sum of contributions from all 6 faces.

dy dz
=0



4.3.1 Parametric form of the surface integral

Suppose the points on a surface S are defined by two real parameters v and v:-

r = r(u,v) = (x(u,v), y(u,v), 2(u,v)) then
e the lines 7(u,v) for fixed u, variable v, and

e the lines r(u,v) for fixed v, variable u

are parametric lines and form a grid on the surface S as shown.

A
n

lines of
constant u

lines of
constant v

If we change u and v by du and dv respectively, then r changes by dr:-

,
where 8__ is a vector which is tangent to the surface, and tangent to the lines v = const.
u

Similarly, for © = constant, we have

0
dr,, = —zdv

—U " Qp

or

SO 8__ is tangent to lines u = constant.
v
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[=>

U=Ul

We can therefore construct a unit vector n, normal to the surface at 7:-

. _ or or [lor
E—au ov ou

The vector element of area, dS, has magnitude equal to the area of the infinitesimal paral-

lelogram shown, and points in the direction of 7, therefore we can write

or or or Or

as— (22 TN qua
“\ouw ") MW

Finally, our integral is parameterised as

A_s // <gxg)dudv

Note: We use two integral signs when writing surface integrals in terms of explicit parame-

ters u and v. The limits for the integrals over v and v must be chosen appropriately for the

surface.

end of lecture 18
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4.4 More on Surface and Volume Integrals

4.4.1 The Concept of Flux

Let v(r) be the velocity at a point 7 in a moving fluid.
In a small region, where v is approximately constant,
the volume of fluid crossing the element of vector area
dS = ndS in time dt is

v

(|v] dt) (dS cos@) = (v-dS) dt

since the area normal to the direction of flow is v - dS =

dS cosO dS cos@.
Therefore
v-dS = volume per unit time of fluid crossing dS
hence / v-dS = volume per unit time of fluid crossing a finite surface S
s

More generally, for a vector field A(r):

The surface integral / A-dS is called the flux of A through the surface S.
s

The concept of flux is useful in many different contexts e.g. flux of molecules in an gas;

electromagnetic flux etc
Example: Let S be the surface of sphere 22 4 y? + 2% = a?.
Find 7, dS and evaluate the total flux of the vector field A = 7/r? out of the sphere.

An arbitrary point 7 on S may be parameterised by spherical polar co-ordinates 6 and ¢

r = asinfcosge, +asinfsingpe, +acosb ey {0<0<m 0<¢<2n}
or . .
SO 8_5 = acosfcospe; +acosfsinpe, —asinf e,
or . . .
and 8_;5 = —asinfsinge; +asinfcospe, + 0eq
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0 | <o
_ £
¢ ~
=1
Therefore
O B €1 €o €3
8_§X8_£ = a cosfcosp acosfsing —a sinf
¢ —asinfsin¢ +asinf cos @ 0
= a’sin*fcosge, + a® sin?fsinge, + a* sinfcosd [cos2 ¢ + sin® qﬂ €
= a’sinf (sinfcospe, +sinfsinpe, + cosfe;)
= a’sinf 7
no= 7T
0 0
s = a—gxa—idﬁdgb = a?sin0df do

On the surface S, r = a and the vector field A(r) = #/a?. Thus the flux of A is
™ 2
A~dS:/ sin&d@/ dp = 4rw
s 0 0
Spherical basis: The normalised vectors (shown in the figure)

_Or J|or| _or Jlor
€0~ 50 C %07 96 / |00

v ;oep =T
80 r -
form an orthonormal set. This is the basis for spherical polar co-ordinates and is an example

of a non-Cartesian basis since the €9 € Er depend on position 7.

4.4.2 Other Surface Integrals

If f(r) is a scalar field, a scalar surface integral is of the form

/Sde
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For example the surface area of the surface S is

Jas = [lasl = [ [

We may also define vector surface integrals:-

[ras [aas [axas

Each of these is a double integral, and is evaluated in a similar fashion to the scalar integrals,

or Or
% X % du dv

the result being a vector in each case.

The vector area of a surface is defined as S = / dS. For a closed surface this is always

S
Zero.

Example: the vector area of an (open) hemisphere (see 16.1) of radius a is found using

2m w/2
§:/@:/ / a®sin e, do dg .
s $=0J9=0

Using e, = sinfcos¢e; + sinfsin ¢ e, + cos 6 e; we obtain

spherical polars to be

/2 2m /2 2w
S = ¢ a2/ sin? HdQ/ cos pdop + e, a2/ sin? 0d9/ sin ¢do
0 0 0 0

/2 27
+ ega? / sin 0 cos 0d6 / do
0 0

= 0+0+ esma®

The vector surface of the full sphere is zero since the contributions from upper and lower
hemispheres cancel; also the vector area of a closed hemisphere is zero since the vector area

of the bottom face is —eyma®.

4.4.3 Parametric form of Volume Integrals

We have already met and revised volume integrals in 16.1. Conceptually volume integrals are

simpler than line and surface integrals because the elemental volume dV is a scalar quantity.

Here we discuss the parametric form of volume integrals. Suppose we can write r in terms
of three real parameters u, v and w, so that r = r(u,v,w). If we make a small change in

each of these parameters, then r changes by

or or or
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Along the curves {v = constant, w = constant}, we have dv = 0 and dw = 0, so dr is
simply:-

with dr,, and dr, having analogous definitions.

The vectors dr,,, dr,, and dr,, form the sides of an in-

finitesimal parallelepiped of volume

v = |dr, -dr, xdr,|
or 87’ or

Example: Consider a circular cylinder of radius a, height c. We can parameterise r using
cylindrical polar coordinates. Within the cylinder, we have

r=pcosge + psinge, +2e5 {0<p<a, 0<¢p<2m 0<z<c}

A

Thus 8__ = cosge; + singe,
P €2
or .
8_<b = —psinge, + pcospe, p- e

and so dV =

The volume of the cylinder is

¢=2m p=a
/dV / / / pdpdpdz = wa’c
z=0 J¢=0 p=0

Cylindrical basis: the normalised vectors (shown on the figure) form a non-Cartesian basis

_or Jjor oo, o [lor
=9/ |op €0 = a¢ 275/ (o2

where




end of lecture 19

4.5 The Divergence Theorem

4.5.1 Integral Definition of Divergence

If Ais a vector field in the region R, and P is a point in R, then the divergence of A at P
may be defined by

divA = lim l /éﬁ
S

V—-0

where S is a closed surface in R which encloses the volume V. The limit must be taken so
that the point P is within V.

This definition of div A is basis independent.

We now prove that our original definition of div is recovered in Cartesian co-ordinates

Let P be a point with Cartesian coordinates
(20, Yo, 20) situated at the centre of a small
rectangular block of size d; X dy X d3, so its

volume is 6V = 6 95 3.

e On the front face of the block, orthog-

onal to the x axis at © = x + 61/2
we have outward normal n = e; and so
dS = e dydz N

e On the back face of the block orthog-
onal to the x axis at x = xy — 01/2 we
have outward normal n = —e; and so

dS = —e, dydz

Hence A-dS = £+ A, dy dz on these two faces. Let us denote the two surfaces orthogonal to
the e, axis by S;.
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The contribution of these two surfaces to the integral / A-dS is given by
S

A-dS = // {Al(xo+61/2,y,z) - Al(xo—&/?v%'z)}dydz
zJy

- [f{lsnn 42522 0

61 0A1 (0,9, 2) 2
5 o + O(67) | ¢ dydz

S1

- [Al(xo,yaz) -

_ // 51 3141(3707%2) dde
2y ox

where we have dropped terms of O(§?) in the Taylor expansion of A; about (x¢,y, 2).

50 1 DAL
1 anya
5V éﬁ_agag// L aya:

As we take the limit 41, d9, 03 — 0 the integral tends to a’h(xa+’ym d 03 and we obtain

~ 0A1(20, Yo, 20)
V=0 OV Jg,— — Oz

With similar contributions from the other 4 faces, we find

. 8A1 8A2 8A3
A = = V-A
divd ox * oy + 0z V-4

in agreement with our original definition in Cartesian co-ordinates.

Note that the integral definition gives an intuitive understanding of the divergence in terms

of net flux leaving a small volume around a point r. In pictures: for a small volume dV'

i
A .
i

divA> 0 divA<0 divA=0
(flux in = flux out)

4.5.2 The Divergence Theorem (Gauss’s Theorem)

If Ais a vector field in a volume V, and S is the closed surface bounding V', then
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[voaav = [a.as
1% S

Proof : We derive the divergence theorem by making use of the integral definition of div A

divA = lim = [ A-ds.

V—0

Since this definition of div A is valid for volumes of arbitrary shape, we can build a smooth

surface S from a large number, N, of blocks of volume AV? and surface AS?. We have

A A = 55 [ A+ (@)

where ¢ — 0 as AV? — 0. Now multiply both sides by AV and sum over all 4

N N N
Z div A(r') AV' = Z / A-dS + Z e AV!
i=1 i=1 JAS i=1

On rhs the contributions from surface elements interior to S cancel. This is because where
two blocks touch, the outward normals are in opposite directions, implying that the contri-

butions to the respective integrals cancel.

Taking the limit N — oo we have, as claimed,

[voaw - [a.as.
\% S

For an elegant alternative proof see Bourne ¢ Kendall 6.2

4.6 The Continuity Equation

Consider a fluid with density field p(r) and velocity field v(r). We have seen previously that
the volume flux (volume per unit time) flowing across a surface is given by |, gV dS. The

corresponding mass flux (mass per unit time) is given by

[po-as= [ 1-as
S S

where J = pv is called the mass current.

Now consider a volume V bounded by the closed surface S containing no sources or sinks of
fluid. Conservation of mass means that the outward mass flux through the surface S must
be equal to the rate of decrease of mass contained in the volume V.

oM
/Si'@——ﬁ'
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The mass in V' may be written as M = fv pdV. Therefore we have

0
— av J-dS=0.
5 | ot [ 10

We now use the divergence theorem to rewrite the second term as a volume integral and we

dp B
/‘/{EWLYJ} dv =0

Now since this holds for arbitrary V' we must have that

obtain

This equation, known as the continuity equation, appears in many different contexts since
it holds for any conserved quantity. Here we considered mass density p and mass current J
of a fluid; but equally it could have been number density of molecules in a gas and current
of molecules; electric charge density and electric current vector; thermal energy density and

heat current vector; or even more abstract conserved quantities such as probability density!

4.7 Sources and Sinks

Static case: Consider time independent behaviour where % = 0. The continuity equation
tells us that for the density to be constant in time we must have V -J = 0 so that flux into

a point equals flux out.

However if we have a source or a sink of the field, the divergence is not zero at that point.

In general the quantity 1
— [ A-dS
/S_ o

tells us whether there are sources or sinks of the vector field A within V': if V' contains

e asource, then [ A-dS= [ V-AdV >0
S %

e a sink, then 4-@:/2-4d\/<0
S \%

If S contains neither sources nor sinks, then [ A-dS = 0.
S

As an example consider electrostatics. You will have learned that electric field lines are
conserved and can only start and stop at charges. A positive charge is a source of electric
field (i.e. creates a positive flux) and a negative charge is a sink (i.e. absorbs flux or creates

a negative flux).

92



The electric field due to a charge ¢ at the origin is

It is easy to verify that V - EF = 0 except at the origin where the field is singular.
The flux integral for this type of field across a sphere (of any radius) around the origin was

evaluated in the last lecture and we find the flux out of the sphere as:

E-ds=2
s €0

Now since V - £ = 0 away from the origin the results holds for any surface enclosing the

origin. Moreover if we have several charges enclosed by S then
/ E-ds=Y %
s — €0

This recovers Gauss’ Law of electrostatics.

We can go further and consider a charge density of p(r) per unit volume. Then

E'dS:/@dv.
s v €0

We can rewrite the lhs using the divergence theorem

V-EdV = / @di/ .
v v €0
Since this must hold for arbitrary V' we see
v.p= 0
y-& @

which holds for all r and is one of Maxwell’s equations of Electromagnetism.

end of lecture 20

4.8 Examples of the Divergence Theorem

Volume of a body:

Consider the volume of a body:

V:/dV
v
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Recalling that V - r = 3 we can write

1
V==1|[ V-rdV
3 V_ -

which using the divergence theorem becomes

1
V:—/T'ds
3 )™ —

Example: Consider the hemisphere z? + y* + 22 < a? centered on e; with bottom face at
z = 0. Recalling that the divergence theorem holds for a closed surface, the above equation
for the volume of the hemisphere tells us

1
V:—[/ T-dS—I—/ r-dS}.
3 hemisphere_ T bottom .

On the bottom face dS = —e3dS so that r-dS = —2dS = 0 since z = 0. Hence the only
contribution comes from the (open) surface of the hemisphere and we see that

1
V== / r-dS .
3 hemisphere_ T

We can evaluate this by using spherical polars for the surface integral. As was derived in
lecture 19, for a hemisphere of radius a

dS =a*sinfdfdoe, .
On the hemisphere 1 - dS = a® sinf df d¢ so that

/2 2m
/T-dS:a3/ sin@d&/ do = 2ra®
s 0 0

giving the anticipated result
2rad

3

V=

4.9 Line Integral Definition of Curl and Stokes’ Theorem

4.9.1 Line Integral Definition of Curl

s>

Let AS be a small planar surface containing the
point P, bounded by a closed curve C, with unit C
normal n and (scalar) area AS. Let A be a vector

field defined on AS.

The component of V x A parallel to 7 is defined to be
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o AS—0 AS

i(VxA) = Jim 5o § Adr
C

NB: the integral around C' is taken in the right-hand sense with respect to the normal 7 to

the surface — as in the figure above.

This definition of curl is independent of the choice of basis. The usual Cartesian form
for curl A can be recovered from this general definition by considering small rectangles in

the (e;—ey), (e5—e3) and (e;—e;) planes respectively, but you are not required to prove this.

4.9.2 Cartesian form of Curl

Let P be a point with Cartesian coordinates (xo, 4o, z0) situated at the centre of a small

rectangle C' = abed of size §; X 0y, area AS = d; da, in the (e;—e,) plane.

€3

A

lS>
1
|

The line integral around C' is given by the sum of four terms

d a
Acdr+ [ Adr

c d

b c
A-dr :/A-dr—f— A-dr +
c a b T

Since r = xe; + ye, + zes, we have dr = ¢, dv along d — a and ¢ — b, and dr = e, dy along

a — b and d — c¢. Therefore

b b c a
C a c d d
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For small 9, & 45, we can Taylor expand the integrands, viz

/ Aldl' = / A1($,y0—52/2,2’0)dx
d d

rot/2 dy DA
m0—61/2 )

b b
/Aldl' = /A1($,y0+62/2,20)d$

roth /2 0y DA
= [ [ + 2 2SS o) 4
m0—61/2 Y

1 a c 1 a b
— A-dr—l—/A~dr} = —[/Adx—/Adx}
AS[/d—— S 0102 [y e

1 x0+31/2 [_528A1(x,y0,20) n
Ay

SO

O(62 } dx
5152 3;0_51/2 ( 2)
N _aAl Zo, Yo, ZO) as 51 52 =0

Oy

A similar analysis of the line integrals along a — b and ¢ — d gives
1 b d 0As(xo, Yo, 2
A—S{aé'@Jr/CA@} — 2((;:5% 2 a5 61,8y 0
Adding the results gives for our line integral definition of curl yields
0A; 8A1}

e (VxA4) = (yxé)?’:{m dy

(z0, %0, 20)

in agreement with our original definition in Cartesian coordinates.

The other components of curl A can be obtained from similar rectangles in the (e,—e;) and

(e;—e5) planes, respectively.

4.9.3 Stokes’ Theorem

I=>

If S is an open surface, bounded by a simple closed
curve C, and A is a vector field defined on S, then

Avdr = [ (9 4)-ds
C S

where C' is traversed in a right-hand sense about dS.
(As usual dS = ndS and 7 is the unit normal to 5).
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Proof:

Divide the surface area S into N adjacent small surfaces as indicated in the diagram. Let

AS' = AS"h 7' be the vector element of area at r’. Using the integral definition of curl,

A (ewt 4) = 0 (Vxd) = Jim, 5 f A

we multiply by AS? and sum over all i to get

N N
Z V x A(r @iASi:ZfA-@JrZeiASi
i=1 ' i=1

C

Since each small closed curve C is traversed in the same sense, then, from the diagram, all
contributions to Z 7{ A - dr cancel, except on those curves where part of C* lies on the

curve C. For exarﬁple, the line integrals along the common sections of the two small closed

curves C' and C? cancel exactly. Therefore

27{114 dr:fA.@

faa = [(Wxayas = [a (Txa)as

Hence
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Mathematical Note: For those worried about how to analyse ‘the error term’, note that for

finite NV, we can put an upper bound
N
Z e AS" < Smax {EZ}
i

i=1
This tends to zero in the limit N — oo, because ¢ — 0 and S is finite.

end of lecture 21

4.9.4 Applications of Stokes’ Theorem

In Lecture 17 it was stated that if a vector field is irrotational (curl vanishes) then a line

integral is independent of path. We can now prove this statement using Stokes’ theorem.

Proof:

Let VX A(r) = 0in R, and consider the difference
of two line integrals from the point r_ to the point r =
along the two curves C and C5 as shown: G

[ awy-ar — [ Aw)-ar

We use r’ as integration variable to distinguish it from r C

the limits of integration r, and r.

We can rewrite this as the integral around the closed curve C' = C — Cs:

/014@’)@’—/6%@')'@’ -

| o

() - dr’

1<

xA-dS =0

C/)\ Q\S\

In the above, we have used Stokes’ theorem to write the line integral of A around the closed
curve C' = C — Cy, as the surface integral of V x A over an open surface S bounded by C.

This integral is zero because V x A = 0 everywhere in R. Hence

VAW =0 = AG)-dr =0
C

for any closed curve C in R as claimed.

Clearly, the converse is also true 1.e. if the line integral between two points is path inde-
pendent then the line integral around any closed curve (connecting the two points) is zero.
Therefore

O:fA(T’)-dT': VxA-dS
c s
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where we have used Stokes’ theorem and since this holds for any S the field must be irrota-

tional.
Planar Areas

Consider a planar surface in the e; —e, plane and the vector field

1
A=3

5 [—ye, + ey]

We find V x A = e4. Since a vector element of area normal to a planar surface in the ¢, —e,

plane is dS = dS e; we can obtain the area in the following way

VxA-dS:/gg-dS:/dS:S
s S T s

Now we can use Stokes’ theorem to find

1
S = 7{&'_7“:_7{(_?J§1+$§2)'(§1d:v+22dy)
C 2 C

1
= §f(xdy—yd:c)
C

where C' is the closed curve bounding the surface.

e.g. To find the area inside the curve

x2/3 + y2/3 -1

use the substitution z = cos® ¢, y = sin® ¢, 0 < ¢ < 27 then

d
or _ —3cos’ g sing

dy _ .o
o = 3sin” ¢ cos ¢

d
do

f( “ug) @

/ (3 cos? psin? ¢ + 3sin? ¢ cos? gb) do
0

and we obtain

N —

| —

2m 3 2 3
/ sin? ¢ cos® ¢ dp = — / sin? 2¢ do = °n
0 8 Jo 8

NN V]
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4.9.5 Example on joint use of Divergence and Stokes’ Theorems

Example: show that V-V x A = 0 independent of co-ordinate system:

Let S be a closed surface, enclosing a volume V. Applying the divergence theorem to V x A,
we obtain
[ v (@xayav = [(vxa).as
1% s
Now divide S into two surfaces S; and S, with a common boundary C' as shown below

2]

w

Now use Stokes’ theorem to write

J@xay-as = [ (vxa)as+ [ (vxa)as - §

Avdr—§ Avdr = 0
C

C

where the second line integral appears with a minus sign because it is traversed in the
opposite direction. (Recall that Stokes’ theorem applies to curves traversed in the right

hand sense with respect to the outward normal of the surface.)

Since this result holds for arbitrary volumes, we must have
V-VxA=0

end of lecture 22
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